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Preface

This volume contains 6 papers which were selected for a presentation at the
19th Workshop of Juris Informatics, JURISIN 2025, held in Osaka, Japan, May
26-27, 2025, but were not selected in publication in an LNAI volume for The
16th JSAI International Symposia on AI (JSAI-isAI 2025).

Juris informatics is an interdisciplinary discipline that studies various legal
issues from an informatics perspective.

The international workshop on juris informatics, JURISIN, began in 2007
and has been held once a year with the support of the Japanese Society for
Artificial Intelligence. Although only nine related topics were exemplified in the
first JURISIN call for papers, including legal reasoning, argumentation agents,
and legal ontology, in recent years, the development of artificial intelligence tech-
nology has greatly expanded the scope of problems to be solved, including the
use of machine learning and the legal and social problems caused by artificial
intelligence.

We received 30 submissions and each paper was reviewed by three reviewers,
from which 11 papers were accepted in an LNAI volume and 6 papers were
accepted in this volume. Among them were important research themes such as
representation of legal knowledge, as well as research themes that have been the
focus of much attention in recent years, such as NLP using machine learning.

Finally, we would like to express our deepest gratitude to those who submit-
ted papers, to the PC members who reviewed the papers, and to the Japanese
Society for Artificial Intelligence for providing the venue for this workshop.

May 26 and 27, 2025
Tokyo

Ken Satoh
Katsumi Nitta

Co-chairs of JURISIN 2025
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Abstract. The rapid growth of large language models (LLMs) like Chat-
GPT shows promise in replacing manual annotation, especially for com-
plex and diverse texts. However, legal texts pose challenges due to their
specialized terminology, strict logical structures, and considerable length.
This study examines traffic accident judgments in Taiwan, which vary
greatly in structure and style. We apply LLMs to extract 18 compensation-
related fields. Using models like GPT-4o and Meta Llama-3-8B, we evalu-
ate performance with prompt-based fine-tuning. Results show GPT excels
with One-Shot prompts, achieving 86% accuracy in string-based tasks,
though performance drops with overly long prompts. Locally fine-tuned
models perform well on specific tasks but lack flexibility, highlighting the
importance of balancing fine-tuning with adaptive prompts.
To support further research, we introduce the TAVCD (Traffic Acci-
dent Verdict Compensation Dataset), a publicly available dataset
with 1,000 annotated samples covering court rulings, accident details, in-
juries, property damage, and compensation. This dataset facilitates legal
NLP tasks such as text classification, named entity recognition (NER),
and information extraction. Researchers can access TAVCD via TAVCD
Dataset Repository.

Keywords: Legal Judgments · Information Extraction · LLM Fine-
tuning · Data Annotation · Traffic Accidents

1 Introduction

With the rapid development of large language models (LLMs) like ChatGPT,
researchers have explored their potential to replace human efforts in tasks such
as information annotation, demonstrating promise in handling complex or lin-
guistically diverse texts Li et al. (2023); He et al. (2024). However, legal texts
present unique challenges due to their specialized terminology, rigorous logical
structures, and considerable length, making their automated processing difficult.
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Applications of NLP in the legal domain have gained attention in areas such as
document retrieval (e.g., case search), risk assessment (e.g., compliance checks),
and automated legal assistance (e.g., chatbot agents).

Traditionally, legal information extraction, such as identifying named entities
or relationships between legal provisions, relied on manual annotation or rule-
based designs. While manual efforts ensure high accuracy, they are resource-
intensive and lack scalability, particularly for large datasets Kao et al. (2022).
LLMs offer cost-effective alternatives for text processing and have demonstrated
potential in tasks that require less specialized legal expertise, such as passing
the U.S. bar exam LeCun and Socratic (2022). However, legal texts, with their
complex reasoning and specialized terms, remain a challenge for achieving precise
understanding and reasoning Guha et al. (2023).

This study focuses on Taiwanese traffic accident judgments, which vary sig-
nificantly in structure and style due to the absence of standard formatting. It
explores using LLMs to extract 18 fields related to compensation amounts, rang-
ing from structured data (e.g., repair costs) to unstructured semantic information
(e.g., liability determination). Complex fields like “Depreciation Method” require
handling mixed terminologies and legal provisions, often involving document-
level reasoning across multiple sections of a judgment. The goal is to reduce
manual effort, enhance efficiency, and improve automation in legal services.

Building on our previous study of Taiwanese traffic accident verdicts Huang
et al. (2024), this work further explores LLMs in legal information extraction.
We analyze legal text structures, focusing on field format heterogeneity, nu-
merical discrepancies, and legal terminology inconsistencies. Enhancements in
data collection and preprocessing are introduced, along with dataset releases for
LegalTech research. To ensure reliability, all experiments were repeated three
times, improving result stability and model robustness assessment.

To evaluate LLM performance, we tested both proprietary models (e.g.,
GPT-4o) and open-source models (e.g., Meta Llama-3-8B) with prompt-based
fine-tuning. Tasks included extracting structured and unstructured data, with
advanced and one-shot prompts used to improve performance. Results indicate
that GPT models achieved 86% accuracy in string-based tasks with one-shot
prompts. However, overly long prompts can degrade performance, highlighting
the importance of prompt design and model compatibility. Fine-tuned models
performed well on specific tasks but showed reduced flexibility, suggesting that
prompt adjustments may be more effective for task-specific improvements.

In summary, selecting appropriate models and prompt strategies requires
balancing task requirements, resource constraints, and flexibility. Fine-tuning
enhances task-specific performance but risks over-optimization, limiting adapt-
ability. Adaptive prompt strategies and synergy between prompt design and
model architecture are critical for advancing NLP applications in the legal do-
main, particularly in resource-constrained or multilingual scenarios.
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2 Related Work

Information extraction from legal documents simplifies legal analysis, improves
efficiency, and enhances accuracy, making it a key focus in NLP. Despite ad-
vancements in LLMs for legal text understanding, there are still limitations and
challenges in specific domain applications, and relevant research remains insuf-
ficient.

Traditional methods for information extraction primarily focus on individual
sentences, identifying legal entities (e.g., names, dates, locations) or categoriz-
ing sentence-level intents. While precise, these methods struggle with complex
texts, failing to capture context and structure across sentences. Advances in
large language models have shifted research toward document-level extraction,
enabling comprehensive analysis by considering inter-sentence relationships and
document structures.

Traditional information extraction methods rely on supervised learning, which
requires high-quality annotated datasets created by experts to map inputs to out-
puts. For instance, in the legal domain, professionals manually annotate texts to
extract provisions or entities, forming datasets for tasks such as summary gener-
ation and content classification Yousfi-Monod et al. (2010). While these methods
enable efficient information extraction and reduce labor costs, their performance
heavily depends on the scale and quality of annotated data, as well as iterative
feature adjustments. Challenges are particularly evident in handling languages
like Chinese, where the lack of word boundaries and contextual dependence com-
plicate entity boundary recognition Cao et al. (2022).

Despite their success in structured domains, supervised learning models face
limitations, such as difficulty processing cross-sentence relationships or scaling
to large datasets with multiple categories. For example, Naive Bayes classifiers
struggle with cross-sentence localization Hong et al. (2021), while Conditional
Random Field models suffer performance degradation as data scale or complexity
increases Andrew (2018). Moreover, legal texts often feature complex syntactic
structures and lengthy sentences, further highlighting the constraints of tradi-
tional sentence-level approaches.

The advent of Large Language Models (LLMs) has opened new possibilities
for information extraction. Tasks like Named Entity Recognition (NER) bene-
fit from LLMs’ ability to handle long contexts and semantics. For instance, the
GPT-NER framework treats NER as a generative task, leveraging prompts to
directly output entities Wang et al. (2023). However, issues like hallucination and
inconsistency limit the precision and reliability of LLM-generated results. In spe-
cialized domains, prompt design has been shown to improve LLM performance
Ghosh et al. (2024), though challenges persist, such as handling ambiguous la-
bels or overlapping events in domain-specific texts Zhou et al. (2022). Studies on
legal information extraction Kwak et al. (2023) demonstrate LLMs’ potential for
structured data tasks but reveal persistent issues with redundancy and errors.

LLMs face challenges in capturing global context, resolving coreferences, and
managing domain-specific complexities like event overlap. Nevertheless, their
cost-effectiveness and efficiency make them promising tools, particularly for as-
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sisting annotation and constructing high-quality datasets in resource-constrained
scenarios. With advancements in prompt engineering and model capabilities,
LLMs are expected to provide robust and efficient solutions for automated
domain-specific information processing Hanwen et al. (2023).

3 Task Description

Although research has demonstrated that large language models can reduce the
workload of manual annotation and facilitate human-machine collaboration, rely-
ing on language models to perform annotations for complex tasks autonomously
remains challenging. Therefore, this study aims to evaluate the performance of
existing large language models on complex tasks.

Traffic accident verdicts were chosen as the textual data source because they
contain detailed information on timelines, events, and compensation amounts.
These verdicts contain rich content and computational elements, posing chal-
lenges for accurately extracting 18 compensation-related fields, categorized as
numerical or string types. Failed extractions default to an empty string for string
fields and 0 for numerical fields. The goal is to extract these fields accurately to
create a structured dataset that supports legal tasks, analysis, and applications.

3.1 Dataset Construction

The evaluation dataset was sourced from the public verdict database of Tai-
wan’s Ministry of Justice, comprising over 7.7 million civil litigation cases from
2012 to 2022. By filtering keywords such as “driver,” “rider,” and “traffic acci-
dent,” 37,884 civil compensation cases related to traffic accidents were selected.
A random sample of 1,000 cases was chosen as the final evaluation set to ensure
representativeness and manageability. Verdicts typically range between 2,000
and 4,000 words, reflecting the average length of traffic accident compensation
cases.

We extracted 18 fields related to compensation amounts, including accident
date, accident details, victim’s occupation, and injuries, as shown in Table 2.
The inclusion of these fields varies by case, as not all verdicts cover every com-
pensation item. A detailed example of the fields is provided in Table 1.

Traffic accident verdicts are among the most common civil disputes in Tai-
wan, making them an ideal subject for analysis. This study focuses on ex-
tracting compensation-related fields from these verdicts, encompassing struc-
tured data (e.g., repair costs, total compensation amounts) and unstructured
semantic information (e.g., accident details, depreciation methods). Fields like
“Durable Years” are relatively straightforward to extract due to consistent con-
text structures (e.g., “Durable Years: 5 years”), while others, such as “Daily
Home Care Amount,” involve cross-field relationships and formulaic expressions
(e.g., amount × day = total). Complex fields like “Depreciation Method” re-
quire precise identification amidst domain-specific terms and legal provisions,
significantly increasing extraction complexity.
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Field Example

Accident Date The plaintiff claims that on October 29, 2019, at 18:00, the
defendant drove without a license...

Accident Details On October 29, 2019, at 18:00, the defendant drove an unli-
censed private car with plate number 000-0000, failing to ob-
serve the road ahead and collided with a third party’s ordinary
heavy motorcycle...

Vehicle Manufacturing
Date

Furthermore, the vehicle in question was manufactured in May
2007...

Injury Status The collision caused the plaintiff to fall to the ground with their
vehicle, sustaining blunt chest trauma combined with fractures
of the ribs on both sides (right: sixth rib, left: fourth, fifth, and
sixth ribs), head injury with concussion, as well as scalp and
facial lacerations about 1 cm each, along with contusions and
abrasions on the left shoulder, pelvis, and limbs...

Occupation The plaintiff claimed that the vehicle repair would take three
days, causing a business loss of NT$4,500, supported by an
estimate showing the repair work duration, and the Kaohsiung
City Government’s statistics on average daily earnings of full-
time taxi drivers at NT$1,514... resulting in a business loss of
NT$4,500...

Durable Years The car’s durable life is specified as 5 years...

Depreciation Method The depreciation was calculated using the straight-line
method, deducting the residual value from the fixed asset cost...
referring to Article 95...

Defendant Liability Based on the negligence of both parties, the plaintiff bears 40%
contributory negligence, while the defendant bears 60%...

Coating
Labor Costs
Painting
Sheet Metal

The costs for repairing the vehicle were NT$ 3,500 for coating,
NT$ 6,000 for labor, NT$ 5,500 for painting, and NT$ 4,300
for sheet metal work...

Repair Costs The plaintiff can claim the necessary costs for repairing the
vehicle, totaling NT$ 12,083...

Total Compensation
Amount

The plaintiff, based on tort liability and insurance subrogation,
requests the defendant to pay NT$ 63,734 starting from the day
after the service of the complaint...

Insurance Payment
Amount

The compensation amount the plaintiff is entitled to from the
defendant should deduct the NT$ 24,703 already received. Af-
ter deduction, the plaintiff is entitled to claim NT$52,600...

Daily Home Care Amount
Home Care Days
Home Care Amount

Therefore, the agreed daily home care cost is... (calculation:
NT$ 1,200 × 30 = NT$ 36,000)

Table 1. Field Definitions and Extraction Examples for Compensation. The orange
highlights indicate key extracted data, while the black text represents the plaintiff’s
original figures. Blue fields indicate the final judgment amounts determined by the
court. A total of 18 fields are included.
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Fig. 1. Judgment Annotation Interface. The left panel presents the judgment
text, where yellow highlights indicate keywords corresponding to predefined annota-
tion fields. Red highlights denote extracted instances, representing manually annotated
elements such as "Paint: 4,800 TWD" and “Sheet metal: 1,450 TWD.” The right panel
displays the structured extraction results, including key attributes such as the incident
date, which is identified as “June 26, 2017” (ROC year 106).

3.2 Manually Annotated Answers

To evaluate the accuracy of different technical approaches in data annotation, we
randomly selected 1,000 samples from the original dataset for labeling, covering
the 18 fields listed in Table 1. Two annotators independently labeled the data,
and consistency scores were used to measure method performance. Specifically,
we employed the cosine similarity metric (Equation2) to assess the semantic
closeness of extracted data and the exact match ratio (Equation 1) to quantify
the proportion of perfectly matched annotations. The initial consistency score
was 0.68, reflecting the task’s complexity and the challenges in achieving high
agreement. After discussion and review of discrepancies, the final similarity score
improved to 0.93, highlighting the effectiveness of iterative refinement.

During the annotation process, fields such as “Daily Home Care Amount,”
“Home Care Days,” and “Home Care Amount” (Table 1) exhibited higher com-
plexity, often expressed through formulas without explicit associations between
fields and values, requiring annotators to rely on common sense. Similarly, the
“Depreciation Method” field may simultaneously reference conflicting methods
(e.g., average vs. declining balance) while using residual value for final calcula-
tions, leading to misinterpretations and disagreements among annotators. These
inconsistencies were retained for further analysis.

The main causes of poor consistency included unclear field definitions, data
ambiguity, and differences in interpretation. To address these issues, re-annotation

6



Example of Court Judgment

Taiwan New Taipei District Court Sanchong Summary Civil Judgment, 108 Year Chong
Xiao Zi No. 941... Plaintiff’s claim: On August 25, 2017, at 9:30 AM, the defendant was
driving a small passenger car with license plate number 000-0000 in New Taipei City,
Luzhou District, Ren’ai Street, Lane 93, entering the B1 parking lot from the ramp at
the B2 parking lot driveway. Due to negligence in failing to yield to oncoming traffic
while turning, the defendant’s car collided with the plaintiff’s insured vehicle, driven by
a third party, with license plate number 0000-00 (hereinafter referred to as the disputed
vehicle). The disputed vehicle was damaged and repaired at a cost of... including sheet
metal work (11,065 TWD), painting (12,060 TWD), and parts (14,940 TWD)... It was
determined that the disputed vehicle was manufactured in May 2010 (estimated on the
15th) and had a valid vehicle registration certificate attached to the case file. Based on
the fixed-percentage declining balance method, the remaining depreciation value was
one-tenth, or 1,494 TWD (rounded to the nearest integer). Additionally, the plaintiff
incurred sheet metal work costs of 11,065 TWD and painting costs of 12,060 TWD,
which were not subject to depreciation. Thus, the repair costs for which the plaintiff
could seek compensation totaled 24,619 TWD... Upon reviewing the circumstances of
the accident, it was determined that the defendant was at fault. The court assessed
the negligence ratio at 30% for the plaintiff and 70% for the defendant, resulting in the
defendant’s liability for damages being reduced to 17,233 TWD (calculated as 24,619
TWD × 7/10 = 17,233 TWD, rounded to the nearest integer). This calculation was
deemed appropriate by the court. ...
Table 2. Example of Court Judgment (Blue indicates the accident date, red repre-
sents the incident details, orange denotes vehicle damage costs, violet indicates the
manufacturing date, brown represents the depreciation method, green denotes the fi-
nal compensation amount for vehicle damage, and pink indicates the liability ratio.)

was conducted after reaching a consensus, emphasizing the importance of consis-
tent and accurate data annotation while providing insights to refine annotation
strategies.

During the annotation process, we also observed challenges in annotating
monetary amounts, as these could be divided into the amounts claimed by the
plaintiff and the amounts actually awarded by the judge. This distinction can
easily confuse annotators, thereby increasing the difficulty of annotation. We
identified this as a major challenge in the annotation of monetary fields.

The annotation interface, as shown in Figure 1, was used for testing infor-
mation extraction on court judgments related to traffic accidents.

We systematically annotated key fields related to traffic accidents and com-
piled them into a structured dataset TAVCD (Traffic Accident Verdict
Compensation Dataset). This dataset comprises 1,000 manually labeled sam-
ples, capturing not only essential extracted information but also preserving their
original textual positions and surrounding context. This ensures data integrity
and traceability, enhancing its utility for machine learning model training and
legal research. TAVCD is publicly available, and researchers can access it via
TAVCD Dataset Repository for academic research and related applications.
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3.3 Errors in Judgments and Annotation Challenges

Errors in judicial judgments often arise during the drafting process. Judges write
the judgments, clerks proofread and format them, and judges review and approve
them before publication. This human-dependent workflow risks omissions and
inconsistencies. Legal provisions allow courts to correct clerical errors, miscalcu-
lations, or clear inaccuracies, either upon request or ex officio. The same applies
if discrepancies exist between the original judgment and certified copies.1

While compiling the dataset, we identified multiple types of errors in the
judgments. The identified errors include:

1. Compensation Amount Calculation Errors: The compensation amounts
determined in the judgments do not align with the detailed calculations pro-
vided.

2. Time Interval Calculation Errors: Some judgments contain errors in
calculating time intervals, which subsequently lead to inaccuracies in the
final compensation amounts.

Beyond the errors introduced during judgment drafting, which contribute
to increased annotation complexity, variations in writing styles and excessively
concise descriptions present additional challenges. These factors place a heavy
reliance on the readers ability to interpret textual nuances and constitute key
obstacles that hinder language models from achieving precise recognition. The
identified challenges include:

1. Formulaic Representation of Amounts: Some judgments express mon-
etary values using mathematical formulas, increasing the complexity of both
comprehension and annotation.

2. Overlapping Fields: A single monetary value may correspond to multiple
fields, requiring annotators to determine the appropriate label based on its
first occurrence in the text.

3. Terminological Ambiguity: Semantic interference from multiple related
terms or legal provisions in a verdict can obscure the correct answer. For
instance, the target field “Depreciation Method” should be “Straight-Line
Method,” but the presence of Declining Balance Method and its conditions
complicates inference.

4 Method

We evaluated the effectiveness of In-Context Learning (ICL) for high-specialization
and high-complexity tasks by designing and comparing various prompts to en-
hance model performance. Additionally, we explored fine-tuning techniques to
further improve task performance. Considering hardware constraints, where most
1 https://law.moj.gov.tw/LawClass/LawSingleRela.aspx?media=print&PCODE=

B0010001&FLNO=232&ty=J
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users rely on GPUs with 24GB VRAM, we categorized models with fewer than 8
billion parameters that can be fine-tuned in such environments as Lightweight
LLMs (e.g., LLAMA), and models that are proprietary or difficult to fine-tune as
Heavyweight LLMs (e.g., GPT) Models were divided into these two groups for
experimentation and analysis.

In the experiment, we used the results extracted by regular expressions as
the baseline and performed contextual correlation analysis based on the stan-
dard answers to explore the performance and limitations of existing methods in
handling high-complexity and repetitive contextual tasks. Additionally, we com-
pared the performance of GPT and LLAMA models on this task to comprehensively
evaluate their strengths and weaknesses, as well as to analyze their application
value and potential improvement directions.

4.1 In-context Learning

We designed three types of promptsBasic, Advanced, and Example (One-Shot)to
introduce varying levels of task specificity and randomness. Excluding judgment
content and extraction format, their lengths are 223, 553, and 2,772 words,
respectively. This setup mimics real-world task scenarios, allowing systematic
evaluation of language model performance across different prompt complexities.
Detailed instructions are in Appendix A.

The ground truth data was annotated by professionals; however, due to the
complexity of the tasks and judgments, disagreements arose during the anno-
tation process. Advanced prompts were refined based on feedback from these
discrepancies, while Example prompts included specific examples to provide de-
tailed guidance. By comparing model performance across different prompt con-
ditions, we assessed their generalization capabilities and identified key factors
affecting performance through statistical analysis and comparisons.

4.2 Fine-Tuning Models

The goal of fine-tuning language models is to improve their specialization and
accuracy in specific domains and tasks. While large language models perform
well in general, they face limitations in tasks like named entity recognition or
those requiring domain-specific knowledge (e.g., legal texts). To address these
gaps, we fine-tuned models using authentic legal judgments and human-verified
ground truth outputs. This enables the models to learn the nuanced language,
specialized terminology, and reasoning logic of the legal domain, enhancing their
performance in legal text analysis tasks.

This study fine-tuned Meta Llama-3-8B AI@Meta (2024) under limited hard-
ware (single 24GB GPU) using QLoRA Dettmers et al. (2023), which quantizes
weights to 4-bit and updates only select parameters, reducing resource demands.
Fine-tuning data, sourced from legal judgments and manual annotations, was
segmented and labeled to enhance domain-specific learning. To optimize perfor-
mance, only token-limited data was retained during training.
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4.3 Similarity Calculation

To assess annotator consistency and model accuracy, we employed different
evaluation criteria depending on the type of annotated fields. For numerical
fields (e.g., “Total Compensation Amount,” “Repair Costs,” and “Insurance Pay-
ments”), we normalized values into a standard numerical format by removing
units and extraneous information. The proportion of exact matches was com-
puted as the fraction of cases where the extracted values precisely matched the
ground truth, as defined in Equation (1):

Exact Match Ratio =

∑n
i=1 I(Ai = Bi)

n
(1)

where Ai represents the extracted numerical value for the ith instance, and
Bi is the corresponding ground-truth value. The indicator function I(Ai = Bi)
equals 1 if the extracted value exactly matches the ground truth and 0 otherwise.
This metric directly quantifies the consistency between the automated extrac-
tion results and human annotations. Unlike traditional information extraction
methods, our approach generates complete JSON segments, making agreement
metrics such as Cohens Kappa less applicable. Furthermore, this evaluation ac-
counts for potential hallucinations in language model outputs.

For text-based fields (e.g., “Incident Details,” “Injuries,” and “Occupation”),
we used cosine similarity to measure the similarity between the model-extracted
text and human-annotated ground truth. The cosine similarity score is computed
as follows:

Cosine Similarity(A,B) =

∑n
i=1 AiBi√∑n

i=1 A
2
i ×

√∑n
i=1 B

2
i

(2)

where A and B denote the vectorized representations of the extracted text
and the ground truth text, respectively. Each Ai and Bi represents the frequency
or embedding value of a specific word or token in the respective text. Cosine
similarity provides a robust measure of textual similarity, capturing variations
in wording while still reflecting content alignment.

By using these evaluation metrics, we tailored the assessment methodology
to the nature of each data type, ensuring a reliable and meaningful evaluation
of model performance.

4.4 Preparation of Fine-Tuning Training Data

To fine-tune the model, we used the TAVCD dataset, dividing it into 80% training
data and 20% validation data. During the analysis, we observed redundancy in
the extracted information, as identical content frequently appeared in different
positions within the text. This distribution could impact the model’s judgment
and increase the complexity of semantic understanding.
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5 Experimental Results

We used regular expressions as the baseline method for information extraction,
focusing on parts not interpretable through context. Judicial documents, being
authored by humans, exhibit diverse keywords and contextual expressions, which
affect extraction accuracy. For instance, the Occupation field lacks a fixed pattern
and may appear in forms like “The individual works as XXX” or “This person
is a XXX position,” making it challenging for regular expressions and leading
to poor performance. In contrast, structured descriptions, such as “Declining
Balance Method” or Straight-Line Method, are easier to identify, highlighting
that the stability of contextual expressions significantly impacts the effectiveness
of regular expressions.

5.1 In-Context Learning

In the experiments, to reduce the impact of randomness, each generation pro-
cess was repeated three times, and the outputs best conforming to the labeling
rules were selected as the final results. Table 3 compares the best-performing
outputs from GPT-4o, meta-llama/Meta-Llama-3-8B-Instruct2, and the fine-
tuned yentinglin/Llama-3-Taiwan-8B-Instruct3, specifically trained on Tai-
wanese judgments. To simplify the presentation, Llama-3-8B is referred to as
L3-8B, and Llama-3-8B-Taiwan is referred to as L3-8B-Taiwan.

The results indicate that for GPT-4o, single-example (One-shot) prompts
significantly enhance the model’s understanding of the information extraction
scope. For example, in the “Accident Details” field, the absence of examples led
to inconsistencies, with the extracted range differing from human and model
expectations. Providing example-based prompts significantly improved perfor-
mance, particularly in tasks requiring complex contextual understanding.

For numerical fields, advanced prompts with reasoning-oriented and flexi-
ble instructions performed better. Fields with highly variable numerical ranges
showed reduced model performance when prompts contained limited examples,
as the model struggled to fully capture the diversity and accuracy of these fields.

Notably, both L3-8B and L3-8B-Taiwan generally performed poorly with
One-shot prompts, possibly due to difficulties these models face when processing
long texts. Excessively lengthy prompts increase the model’s burden, thereby
affecting performance. Conversely, if the model is capable of handling long texts,
providing more detailed instructions may help improve performance.

Additionally, L3-8B demonstrated better performance in advanced prompts
by incorporating additional extraction rules, enabling the model to better cap-
ture variations and patterns. However, its performance on numerical fields was
relatively poor, likely because excessive rules led to hallucinations, increasing
instances of “fabricated” fields. On the other hand, L3-8B-Taiwan, fine-tuned

2 https://huggingface.co/meta-llama/Meta-Llama-3-8B-Instruct/tree/main
3 https://huggingface.co/yentinglin/Llama-3-Taiwan-8B-Instruct
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on Taiwanese judicial documents, outperformed other models even with ba-
sic prompts. This is because it already possesses a certain understanding of
domain-specific knowledge, allowing it to achieve accurate extraction with min-
imal prompt intervention.

In conclusion, for different combinations of models and prompts, it is nec-
essary to choose appropriate prompt strategies based on task requirements to
achieve a balance between performance and stability.

Field Type Field RE GPT-4o L3-8B L3-8B-Taiwan
- basic advanced oneShot basic advanced oneShot basic advanced oneShot

String Fields

Accident Date 0.81 0.841 0.580 0.878 0.130 0.037 0.471 0.358 0.374 0.000
Accident Details 0.608 0.472 0.379 0.733 0.428 0.371 0.561 0.237 0.235 0.000

Vehicle Manufacturing Date 0.456 0.872 0.788 .909 0.794 0.763 0.752 0.687 0.758 0.156
Injury Status 0.887 0.781 0.781 0.794 0.362 0.647 0.272 0.740 0.731 0.293
Occupation 0.166 0.872 0.885 0.854 0.628 0.793 0.550 0.803 0.758 0.430

Depreciation Method 0.920 0.841 0.611 0.927 0.495 0.543 0.392 0.710 0.630 0.046
Defendant Liability 0.900 0.884 0.928 0.927 0.776 0.580 0.361 0.889 0.782 0.424

Average 0.678 0.795 0.707 0.860 0.516 0.534 0.480 0.632 0.609 0.193

Numerical Fields

Coating 0.938 0.707 0.708 0.707 0.813 0.580 0.630 0.632 0.636 0.345
Labor Costs 0.528 0.841 0.849 0.841 0.758 0.781 0.672 0.797 0.794 0.113

Painting 0.803 0.933 0.861 0.933 0.764 0.848 0.569 0.724 0.691 0.247
Sheet Metal 0.912 0.433 0.501 0.750 0.806 0.537 0.910 0.779 0.477 0.540

Durable Years 0.477 0.976 0.934 0.988 0.910 0.933 0.776 0.895 0.794 0.186
Repair Costs 0.347 0.506 0.666 0.366 0.331 0.336 0.276 0.730 0.697 0.119

Total Compensation Amount 0.181 0.799 0.836 0.805 0.648 0.616 0.599 0.809 0.837 0.058
Insurance Payment Amount 0.938 0.927 0.971 0.823 0.648 0.622 0.489 0.602 0.514 0.412

Home Care Days 0.959 0.951 0.940 0.939 0.892 0.879 0.660 0.907 0.892 0.510
Home Care Amount 0.948 0.915 0.928 0.896 0.892 0.866 0.654 0.901 0.898 0.510

Daily Home Care Amount 0.959 0.957 0.952 0.939 0.916 0.909 0.660 0.907 0.898 0.504
Average 0.726 0.813 0.831 0.817 0.762 0.719 0.627 0.789 0.739 0.322

Table 3. Comparison of different prompts. The compared models include GPT-4o,
Llama-3-8B, and Llama-3-8B-Taiwan. The column RE represents Regular Expres-
sion

5.2 Fine-Tuning Models

Through fine-tuning, we aim to improve the model’s accuracy in identifying
the association between text and related fields, thereby enhancing information
extraction performance. The fine-tuning data for the model was exclusively based
on Advanced prompts.

The results of all fine-tuned models are shown in Table 4. First, we calculated
the improvement for each fine-tuned model. For GPT-4o, the improvement in
string fields was 0.232, and in numerical fields, it was 0.125. For L3-8B, the
improvement in string fields was 0.243, and in numerical fields, it was 0.89. For
L3-8B-Taiwan, the improvement in string fields was 0.106, and in numerical
fields, it was 0.065.

In the initial tasks, L3-8B-Taiwan exhibited relatively better performance,
especially in string fields, as it had already undergone localization-specific fine-
tuning. However, among all results, L3-8B-Taiwan showed the smallest im-
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provement, suggesting that further fine-tuning on extensively pre-trained models
might yield limited gains for specific tasks.

For instance, GPT-4o demonstrated significant improvements in string-specific
tasks such as “Accident Date” and “Accident Details,” with accuracy exceeding
0.97 in the “Accident Date” field after fine-tuning. Ultimately, the results of
fine-tuned L3-8B surpassed those of L3-8B-Taiwan, highlighting that while fur-
ther improving pre-fine-tuned models is challenging, a more generic model may
respond better to task-specific fine-tuning, resulting in more favorable outcomes.

Field Type Field GPT-4o L3-8B L3-8B-Taiwan
pre-trained finetuned pre-trained finetuned pre-trained finetuned

String Fields

Accident Date 0.58 0.977 0.374 0.686 0.037 0.71
Accident Details 0.379 0.909 0.371 0.671 0.235 0.512

Vehicle Manufacturing Date 0.788 0.952 0.763 0.819 0.758 0.68
Injury Status 0.781 0.921 0.647 0.766 0.731 0.759
Occupation 0.885 0.916 0.793 0.915 0.758 0.862

Depreciation Method 0.611 0.928 0.543 0.831 0.63 0.667
Defendant Liability 0.928 0.971 0.58 0.728 0.782 0.838

Average 0.707 0.939 0.534 0.777 0.609 0.715

Numerical Fields

Coating 0.708 0.995 0.58 0.71 0.636 0.82
Labor Costs 0.849 0.952 0.781 0.862 0.794 0.759

Painting 0.861 0.983 0.848 0.868 0.691 0.753
Sheet Metal 0.501 0.983 0.537 0.819 0.477 0.881

Durable Years 0.934 0.989 0.933 0.941 0.794 0.759
Repair Costs 0.666 0.91 0.336 0.392 0.697 0.484

Total Compensation Amount 0.836 0.91 0.616 0.71 0.837 0.783
Insurance Payment Amount 0.971 0.977 0.622 0.789 0.514 0.899

Home Care Days 0.94 0.94 0.879 0.935 0.892 0.905
Home Care Amount 0.928 0.94 0.866 0.923 0.898 0.905

Daily Home Care Amount 0.952 0.94 0.909 0.941 0.898 0.899
Average 0.831 0.956 0.719 0.808 0.739 0.804

Table 4. Results of Fine-Tuned Models

6 Conclusion

This study evaluated the capability of large language models (LLMs) to extract
structured information from unstructured legal texts, focusing specifically on
traffic accident rulings in Taiwan. The findings reveal the potential and chal-
lenges of applying LLMs to legal texts and offer targeted methods and datasets
for further research.

Firstly, we conducted an in-depth comparison of Lightweight and Heavy-
weight LLMs, evaluating the impact of prompt design strategies and fine-tuning
techniques on numerical and textual information extraction. The results show
that Lightweight LLMs are advantageous in resource-limited environments, of-
fering privacy without requiring data uploads, while Heavyweight LLMs demon-
strate superior performance in complex tasks under the same fine-tuning condi-
tions.
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Secondly, we developed the “TAVCD (Traffic Accident Verdict Compensation
Dataset),” a dataset derived from Taiwanese traffic accident rulings, containing
18 fields related to compensation. The dataset retains the original text context
to support a variety of application scenarios, contributing valuable annotated
resources for LLMs in the legal domain.

This study addresses the challenges of extracting information from Taiwanese
traffic accident verdicts. The diversity in writing styles and formats leads to in-
consistent data structures, complicating accurate recognition by language mod-
els. Fields like “Depreciation Method” and “Compensation Amount” often fea-
ture ambiguous or varied descriptions, requiring contextual understanding. Ad-
ditionally, errors such as calculation mistakes and data anonymization-induced
information loss further complicate the annotation process. Lastly, the interac-
tion between numerical formulas and textual descriptions demands high precision
and semantic understanding from language models for effective extraction.

In conclusion, this study demonstrates the potential of LLMs in legal text
information extraction applications and proposes targeted solutions to address
specific challenges. Future research may focus on improving fine-tuning methods,
enhancing model generalization capabilities, and exploring broader applications
of legal datasets to advance the development of legal technology.

7 Limitations & Future Directions

– Language & Domain Scope. This study primarily targets Chinese traffic
accident judgments, which constrains the generalizability of the findings.
Extending the approach to multilingual or other domain-specific datasets
could broaden applicability and offer more robust insights.

– Hardware Constraints & Model Scalability. Fine-tuning open-source
8B-parameter models still lags behind proprietary large-scale models, partly
due to limited hardware (e.g., a single 24GB GPU). Future research could
explore advanced strategiessuch as ensemble voting, hierarchical methods,
or multi-agent frameworks to enhance performance in resource-limited sce-
narios.

– Dataset Size. The current annotated dataset contains approximately 1,000
samples, which may limit the depth of model learning and overall perfor-
mance. Expanding both the size and diversity of the dataset could improve
the models generalization, stability, and ability to capture complex textual
information.
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in Table 1. Basic prompts provide a concise task description, Advanced prompts offer a
more comprehensive explanation of the extraction fields, and Example-based prompts
explicitly define and elaborate on the requirements for each of the 18 fields.
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Abstract. Technology-Assisted Review (TAR), powered by machine learning, 

has become an essential tool in U.S. discovery, significantly enhancing data anal-

ysis efficiency. Among recent advancements, Legal BERT—a natural language 

processing model tailored for legal texts—is likely to be increasingly adopted in 

TAR due to its domain-specific capabilities. However, even state-of-the-art TAR 

systems, including those powered by Legal BERT, remain vulnerable to manip-

ulation. These risks are particularly concerning in cross-border discovery, where 

varying legal frameworks and data protection laws add complexity. In U.S. dis-

covery, the producing party operates the TAR system, creating opportunities to 

exploit its vulnerabilities and influence outcomes. This inherent conflict of inter-

est makes voluntary protective measures unlikely. Existing discovery protocols 

lack sufficient safeguards against machine learning vulnerabilities, underscoring 

the need for well-defined legal frameworks. Simple simulations in this study 

demonstrate how TAR’s vulnerabilities can be exploited without detection by the 

requesting party, highlighting the ease of manipulation. To mitigate this risk and 

enhance trust in discovery, protocols should mandate the disclosure of key TAR 

components—training data, algorithms, and decision-making criteria—to im-

prove transparency and accountability. Future discovery protocols must integrate 

not only technical safeguards but also address broader legal and cross-border 

challenges. Robust protocols and international cooperation can modernize dis-

covery, enhance fairness in cross-border disputes, and foster a more transparent 

legal system in an increasingly interconnected world. 

Keywords: TAR, Discovery, Vulnerability, Machine Learning, Legal BERT. 

1 Introduction 

In U.S. discovery procedures, parties must efficiently identify litigation-related infor-

mation from vast datasets and disclose it to the opposing party. To facilitate this pro-

cess, AI-based tools, known as Technology-Assisted Review (TAR), have been in-

creasingly adopted, utilizing machine learning models to streamline the identification 

of relevant documents. However, concerns over vulnerabilities in machine learning 

models, including the risks of adversarial attacks [1], increasingly challenge the relia-

bility and security of these systems. 
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Cases of improper disclosure in U.S. civil litigation have further amplified concerns 

about the potential manipulation and misuse of TAR systems (see, e.g., [2]). These risks 

threaten the fairness of legal proceedings and may influence trial outcomes, highlight-

ing the urgent need for both technical and legal solutions. Mitigating these issues re-

quires both robust technical safeguards and procedural measures to ensure transparency 

in the TAR process. Such combined efforts are essential to maintaining the fairness, 

accuracy, and reliability of TAR systems in modern litigation. 

Furthermore, the growing cross-border application of U.S. discovery complicates 

legal compliance and challenges data sovereignty, as U.S. courts increasingly assert 

authority to mandate the production of documents stored abroad [3]. These challenges 

underscore the need for harmonized standards and interdisciplinary collaboration to 

uphold legal integrity while fostering international cooperation. 

2 Application of TAR in U.S. Discovery 

2.1 Overview of TAR in U.S. Discovery 

Discovery is a fundamental process for gathering evidence in U.S. civil litigation, en-

compassing not only paper documents but also Electronically Stored Information (ESI) 

preserved in digital formats. Discovery involving ESI is commonly referred to as "e-

discovery." Advancements in information and communication technologies have made 

e-discovery an integral part of modern discovery practices. In particular, the disclosure

and analysis of email communications (hereinafter "email") exchanged among relevant

persons or entities have become crucial for uncovering the truth of the issues.

In U.S. discovery, TAR is widely utilized during the review phase due to its effi-

ciency and comprehensiveness. TAR employs advanced machine learning algorithms 

to classify data and determine the relevance of collected ESI to the litigation. The party 

responsible for providing relevant documents is referred to as the producing party, 

while the party seeking access to those documents is known as the requesting party. 

During a TAR-based review, the producing party classifies documents as either Re-

sponsive (relevant) or Not Responsive (not relevant). Responsive documents are dis-

closed to the requesting party following a final attorney review, except those protected 

by privileges such as the attorney-client privilege. 

2.2 Evolution of TAR in U.S. Discovery 

As society becomes increasingly digitalized, vast amounts of documents are now stored 

in digital formats, with some discovery processes involving terabytes of data. Against 

this backdrop, TAR, leveraging machine learning to efficiently classify large document 

volumes, has become a cornerstone of modern e-discovery due to its adaptability and 

efficiency. 

A key milestone in the adoption of TAR in U.S. discovery was the 2012 decision of 

the U.S. District Court for the Southern District of New York in Da Silva Moore v. 

Publicis Groupe [4]. This case underscored the limitations of manual keyword-based 

review, highlighting inefficiencies, false positives, and inaccuracies due to human error. 
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Given the large volume of ESI and the parties' agreement, the court deemed the use of 

TAR (referred to as "predictive coding" in this case) appropriate for document review. 

Subsequent case law has further solidified the acceptance of TAR in discovery prac-

tices. Courts have noted that "it is now black letter law that where the producing party 

wants to utilize TAR for document review, courts will permit it" [5] and that "TAR is 

the best and most efficient search tool" [6]. These judicial pronouncements have sig-

nificantly contributed to the widespread adoption of TAR in cases involving the search 

and review of ESI. 

2.3 TAR Methodologies 

TAR methodologies are classified into TAR 1.0 and TAR 2.0, which differ in their 

training and classification approaches [7]. TAR 1.0 follows Simple Active Learning 

(SAL), relying on a static seed set, which makes it susceptible to biases that persist 

throughout the review. TAR 2.0 uses Continuous Active Learning (CAL), iteratively 

updating classifications based on relevance feedback. While more adaptive, TAR 2.0 

remains vulnerable to biases, especially if training data is manipulated, which can result 

in systemic misclassification. In reviews using TAR, attorneys play a crucial role in 

dataset creation by labeling and curating documents. As the dataset size increases, so 

do the associated costs, particularly attorney fees, which can significantly impact the 

overall efficiency and cost-effectiveness of the review process. 

Traditional TAR models rely on active learning, but advances in natural language 

processing (NLP) have introduced new possibilities. Legal BERT, a variant of the Bi-

directional Encoder Representations from Transformers (BERT) model pre-trained on 

legal texts, excels in e-discovery with high precision, cost-effective customization, and 

multilingual support for cross-border cases. According to Chalkidis et al. [8], Legal 

BERT is a specialized BERT model pre-trained on 12 GB of diverse legal texts, includ-

ing legislation, court cases, and contracts, to improve performance on legal NLP tasks. 

Legal BERT follows the same architecture as the standard BERT model, with 12 layers, 

768 hidden units, and 12 attention heads, totaling 110 million parameters. Unlike ge-

neric BERT models, it uses a newly created vocabulary specifically designed for legal 

language. Legal BERT has demonstrated strong performance in legal text classification, 

e-discovery, and other legal NLP applications, making it a valuable tool for tasks re-

quiring high precision and domain-specific understanding. It can be fine-tuned for spe-

cific legal tasks and performs effectively even with small datasets containing only a 

few hundred labeled examples. Although its use in TAR processes is still in its early 

stages and largely limited to experimental and research settings, Legal BERT shows 

significant potential to transform e-discovery workflows. 

2.4 Discretion of the Producing Party and Risks of TAR Manipulation 

In U.S. case law, courts generally recognize TAR as an acceptable discovery method-

ology but typically do not require producing parties to use it to fulfill their discovery 

obligations (see, e.g., [6]). Moreover, U.S. case law grants producing parties discretion 

in selecting their methodology (see, e.g., [9]). However, this discretion also raises 
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concerns about potential manipulation. Notably, attempts to manipulate TAR typically 

originate within the producing party, often involving its employees or attorneys oper-

ating the TAR system. Even where technical safeguards exist, the producing party may 

choose not to implement them or may intentionally exploit system vulnerabilities. 

An attorney representing a producing party can manipulate TAR to induce misclas-

sification by deliberately mislabeling documents during review or altering the dataset’s 

structure to introduce bias. Even in TAR 2.0, such manipulation can degrade accuracy 

by causing the model to learn incorrect patterns, resulting in inconsistent or unreliable 

outcomes. This increases the risk of critical documents being overlooked or misclassi-

fied, ultimately undermining the efficiency and reliability that TAR is intended to en-

sure. 

2.5 Challenges in Cross-Border Discovery 

The cross-border application of U.S. discovery presents challenges in two key areas: 

(1) domestic litigation, in which U.S. courts may compel parties within their jurisdic-

tion to produce evidence, including data stored overseas, and (2) discovery under 28

U.S.C. § 1782, which allows litigants in foreign or international proceedings to seek

discovery from entities subject to U.S. jurisdiction (Section 1782 discovery).

Section 1782 discovery is a powerful tool in cross-border litigation, allowing liti-

gants to obtain evidentiary materials that might otherwise be inaccessible under foreign 

procedural rules, thereby improving their ability to gather relevant information. 

While cross-border discovery facilitates access to foreign evidence, it also presents 

critical challenges related to judicial comity, extraterritoriality, and conflicts with for-

eign data protection laws, such as the EU’s General Data Protection Regulation 

(GDPR) and China’s Data Security Law [10]. 

With the increasing use of TAR in cross-border discovery, concerns about its poten-

tial for manipulation have intensified. Due to the discretionary nature of discovery and 

the absence of uniform oversight, producing parties may exploit TAR’s vulnerabilities 

to misclassify or withhold critical documents, undermining fairness and transparency 

in international litigation. 

2.6 Exploiting TAR Vulnerabilities Without Detection 

During discovery, TAR utilizes machine learning models to efficiently filter large vol-

umes of ESI. Attorneys initially label a subset of documents as Responsive or Not Re-

sponsive, forming a training dataset for the model. The model then applies these learned 

patterns to classify the remaining documents. 

However, if the training data lacks diversity or contains intentional biases, the model 

may overfit to these patterns, leading to systematic misclassification. The producing 

party, which operates the TAR system, may exploit these vulnerabilities to influence 

discovery outcomes. Due to this inherent conflict of interest, voluntary implementation 

of safeguards remains unlikely. Consequently, key documents may be misclassified as 

Not Responsive, effectively excluding them from discovery. 
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This study illustrates how TAR vulnerabilities can be exploited without detection by 

the requesting party, enabling subtle biases in the training dataset to systematically in-

fluence the classification of critical emails in TAR-based discovery. These biases may 

stem from training data selection, algorithmic configuration, or feature selection during 

model development. Ultimately, these vulnerabilities can compromise the integrity of 

the TAR process, heightening the risk of relevant documents being wrongfully ex-

cluded from discovery. 

3 Simulation Settings 

It is not particularly difficult to manipulate a TAR system to categorize critical emails 

as Not Responsive. For instance, one could label the exact text of critical emails as Not 

Responsive and incorporate it into the training dataset. Alternatively, this could be 

achieved by adding emails containing keywords from critical emails and labeling them 

as Not Responsive. Even if keywords from critical emails appear in Responsive emails 

within the training dataset, the system can still be manipulated by ensuring that the 

same keywords are present to a similar extent in Not Responsive emails, thereby biasing 

the classification process. 

However, if such manipulation is discovered, it could lead to severe court-imposed 

sanctions. While intentional manipulation must be avoided, it remains true that emails 

classified as Not Responsive by the TAR system are not subject to disclosure to the 

requesting party, potentially influencing strategic decision-making (gamesmanship) in 

the review process. 

The purpose of the simulations in this study is not to conduct a conventional scien-

tific experiment but to demonstrate how a TAR system can be leveraged to classify 

critical emails as Not Responsive while avoiding scrutiny or accusations of manipula-

tion. 

3.1 Hypothetical Scenario 

For the purposes of this study, the following hypothetical scenario is considered: 

"A lawsuit is pending in a court in Country A involving Company X, a corporation 

based in Country B, and Company Y, a corporation based in Country C. In the course 

of the litigation, Company X files an application with a U.S. district court under 28 

U.S.C. § 1782, seeking discovery from the U.S. subsidiary of Company Y. The re-

quested discovery includes email data stored in Country C, which is accessible to the 

U.S. subsidiary. To efficiently review the substantial volume of email data, TAR is 

employed to facilitate the review process. To reduce review costs, particularly attorney 

fees associated with document review, both parties have agreed to use a pre-trained 

Legal BERT model as part of the TAR process. The agreed discovery protocol, consid-

ering the use of Legal BERT, requires that the training dataset contain at least 1,000 

emails and the test dataset at least 500 emails to ensure that the model is adequately 

trained and validated. The protocol specifies evaluation metrics, requiring a recall of at 
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least 0.90, a precision of at least 0.85, and an F1 score of at least 0.85 for the model's 

performance in document classification." 

3.2 Attempt to Circumvent the Disclosure of the Target Emails 

Company Y, as the producing party, sought to avoid disclosing the specific target 

emails (hereinafter "Target Emails"). However, due to the litigation hold obligation un-

der U.S. case law (see, e.g., [11]), Company Y could not delete or conceal the Target 

Emails. To circumvent disclosure, the attorney representing Company Y (hereinafter 

"the Attorney") devised a strategy when creating the training dataset for the TAR 

model. By carefully designing the dataset, the Attorney sought to influence the TAR 

model’s classification process so that naturally Responsive Target Emails would be 

categorized as Not Responsive. This approach was intended to leverage the machine 

learning model’s classification system to avoid disclosure while ostensibly complying 

with the litigation hold requirement. 

3.3 Target Emails 

Company Y aimed to prevent the disclosure of three specific Target Emails (Table 1). 

These Target Emails are naturally classified as Responsive because they discuss legal 

obligations, contractual enforceability, and compliance risks. Additionally, they were 

used as test cases to evaluate the model's effectiveness in identifying and categorizing 

legally relevant emails. 

Table 1. Target Emails 

Target Email Content of Emails 

Target Email A "The non-disclosure agreement must be executed prior to sharing any sen-

sitive documents to avoid potential risks of exposure." 

Target Email B "We need to assess the enforceability of the agreement under jurisdic-

tional statutes before finalizing any terms." 

Target Email C "Failure to adhere to the prescribed ethical standards could lead to repu-

tational damage and significant penalties." 

3.4 Creation of the Original Dataset 

Keywords. The original dataset was created by hypothetically identifying emails 

within Company Y's existing email repository that contained any of the 40 specified 

keywords listed in Table 2. Of these 40 keywords, 20 were exclusively associated with 

Responsive emails, which pertained to legal topics such as "compliance," "litigation," 

"settlement," "acquisition," and "merger," reflecting communications relevant to legal 

proceedings or regulatory matters. The remaining 20 keywords appeared only in Not 

Responsive emails, representing non-legal topics such as "weather," "travel," "leisure," 

"recipe," and "celebration." 
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In accordance with the protocol, the training dataset consisted of 1,000 emails, with 

500 labeled as Responsive and 500 as Not Responsive. The test dataset contained 500 

emails, evenly divided into 250 Responsive and 250 Not Responsive emails. The orig-

inal dataset comprised a total of 1,500 unique emails, each containing five words from 

the 40 specified keywords. Importantly, the Target Emails were excluded from both the 

training and test datasets, and none of the 1,500 emails shared the same structure as the 

Target Emails. 

The Attorney was cautious about incorporating the same keywords used in the Tar-

get Emails into the original dataset, fearing that doing so might later necessitate dis-

closing the dataset’s contents to the requesting party and potentially lead to accusations 

of manipulation. To avoid suspicion and maintain the dataset’s integrity, the Attorney 

ensured that emails in the original dataset did not contain the exact keywords from the 

Target Emails. 

Table 2.  Keywords Used in the Emails in the Original Dataset 

Category Keywords 

Responsive compliance, litigation, settlement, corporate, governance, financial, 

regulation, contract, negotiation, fraud, taxation, investigation, regu-

latory, enforcement, policy, transaction, liability, acquisition, ethics, 

merger 

Not Responsive weather, travel, leisure, nature, hobbies, adventure, hiking, festival, 

chocolate, fireworks, ocean, volcano, piano, garden, mountain, 

breeze, moon, puzzle, recipe, celebration 

Noise. Additionally, the Attorney introduced controlled noise into the dataset by adding 

25 Responsive emails and 25 Not Responsive emails to the test dataset. When creating 

these noise emails, the Attorney avoided using any of the 40 specified keywords, as 

well as any words found in the Target Emails. The words used in the noise emails are 

listed in Table 3. 

For the noise emails, those containing legal-related terms were labeled as Not Re-

sponsive, while those without such terms were labeled as Responsive. This approach 

was designed to evaluate the model’s robustness in handling ambiguous or misleading 

data [12]. 

Table 3. Words Used in the Noise Emails in the Original Dataset 

Category Words 

Responsive pottery, bakery, river, train ride, vineyard, hot air balloon, sunrise, pic-
nic, mosaic, crafting, storytelling, stargazing, sculpture, rainbow, orches-
tra, skating, parachute, sailing, knitting, carousel, whale, astronomy, ice-
berg, butterfly, lantern 

Not Responsive recusal, paralegal, subrogation, adjudication, remand, precedent, writ, 
negligence, damages, arbitration, deposition, litigant, testator, affidavit, 
statute, malpractice, voir dire, jurisprudence, fiduciary, exhibit, indict-
ment, tort, injunction, trustee, probate 
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3.5 Models Implemented for Classification 

The Attorney conducted simulations using the nlpaueb/legal-bert-base-uncased model 

from Hugging Face to enhance legal text relevance. To provide a baseline for compar-

ison, additional simulations were performed on the original dataset under the same con-

ditions using zero-shot (without fine-tuning) classification with Legal BERT, as well 

as TF-IDF-based Random Forest and TF-IDF-based SVM. The parameters for each 

model are presented in Table 4. 

The TF-IDF-based Random Forest classifier, categorized as a TAR 1.0 model, used 

a maximum feature set of 5,000 terms and employed 100 decision trees (n_estimators 

= 100). Similarly, the TF-IDF-based SVM model, also classified as TAR 1.0, utilized 

a linear kernel (C = 1.0). These models analyzed text based on word frequency and term 

importance but lacked contextual understanding. 

In contrast, the Fine-Tuned Legal BERT model, considered a TAR 2.0 system, in-

corporated advanced contextual understanding to improve classification accuracy. It 

was based on the nlpaueb/legal-bert-base-uncased architecture, fine-tuned with a max-

imum token length of 128, and leveraged [CLS] token embeddings for classification. 

The model was fine-tuned using the Transformers library (version 4.47.1) and PyTorch 

(version 2.5.1+cu118) to adapt it to the specific classification task. The training process 

was configured with several key parameters to ensure effective learning and evaluation. 

The batch size was set to 8 for both training and evaluation, balancing computational 

efficiency and model performance. The model was trained for three epochs, allowing 

sufficient updates to optimize performance without overfitting. The evaluation strategy 

was set to "epoch," meaning that evaluation occurred at the end of each epoch. To mon-

itor progress, logging steps were set to 10, recording training metrics at regular inter-

vals. 

Table 4. Model Parameters 

Model Architecture Key Parameters 

TF-IDF-based 
Random Forest 

TF-IDF + Random Forest Max features: 5000, 

Decision trees: 100 

(n_estimators=100) 

TF-IDF-based 
SVM 

TF-IDF + SVM Linear kernel (C=1.0) 

Fine-Tuned Legal 
BERT 

nlpaueb/legal-bert-base-uncased Max token length: 128,  

Uses [CLS] token embeddings 

This setup illustrates that a legal professional, including a practicing lawyer such as the 

Attorney, can systematically assess adversarial strategies in TAR systems using rela-

tively simple and cost-effective methods. By leveraging widely available machine 

learning frameworks and computational resources, practitioners can analyze potential 

vulnerabilities in TAR algorithms and evaluate their resilience in real-world legal ap-

plications. 
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4 Baseline Simulations 

Baseline simulations were conducted using the original dataset. After training on this 

dataset, the models classified emails in the test dataset as either Responsive or Not Re-

sponsive. Key performance metrics, including recall, precision, and F1 score, were 

computed to evaluate the models' classification performance. Finally, the classification 

outcomes for the Target Emails were analyzed. 

4.1 Fine-Tuned Legal BERT 

The Fine-Tuned Legal BERT model is a transformer-based language model pre-trained 

on legal documents and further fine-tuned using the case-specific training dataset. This 

fine-tuning process allows the model to adapt to the specific legal context by refining 

its parameters based on patterns and structures within the dataset. Unlike traditional 

machine learning models that rely on word frequency or statistical patterns, Legal 

BERT captures the semantic meaning of legal terminology and phrases, making it par-

ticularly effective for legal text classification. 

In the baseline simulation, the model achieved a recall, precision, and F1 score of 

0.9091, with recall values approaching the 0.90 threshold set in the protocol. As shown 

in Table 5, the model classified all three Target Emails as Responsive with high confi-

dence, exceeding 96%. This result demonstrates its effectiveness in recognizing legal 

context. Notably, the model identified legal relevance even in the absence of specific 

keywords from the training data, highlighting the advantage of transformer-based mod-

els in processing nuanced or previously unseen legal texts. 

Table 5. Classification of the Target Emails by the Fine-Tuned Legal BERT Model 

Target Email Classification Responsive Probability 

Target Email A Responsive 99.32% 

Target Email B Responsive 98.83% 

Target Email C Responsive 96.45% 

4.2 Zero-Shot Classification with Legal BERT 

In the zero-shot classification using the pre-fine-tuned Legal BERT model, all metrics 

fell below the thresholds established in the protocol (recall of 0.8655, precision of 

0.5735, and F1-score of 0.6899). The model classified Target Emails A and B as Re-

sponsive, with Responsive probabilities of 58.69% and 58.41%, respectively. However, 

it classified Target Email C as Not Responsive, with a Responsive probability of 

45.61%. Its low precision and uncertain probability scores suggest that, without fine-

tuning, the model lacks the necessary adaptation for case-specific TAR classification. 
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4.3 TF-IDF-Based Random Forest and TF-IDF-Based SVM 

The TF-IDF-based Random Forest model achieved a recall of 1.0000, a precision of 

0.9167, and an F1 score of 0.9565, classifying all three Target Emails as Responsive 

with moderate confidence (56.00%), highlighting its reliance on word frequency rather 

than contextual meaning, which limited its ability to handle unseen text. Similarly, the 

TF-IDF-based SVM model achieved a recall of 0.9091, a precision of 1.0000, and an 

F1 score of 0.9524, classifying all three Target Emails as Not Responsive with a prob-

ability of 50.00%, reflecting uncertainty due to the lack of distinguishing words asso-

ciated with either class. Both models struggled with previously unseen text, as their 

dependence on lexical patterns rather than semantic understanding made them vulner-

able to variations in wording and restricted their adaptability to novel legal texts. 

5 Simulations with Biased Emails 

5.1 Simulation with Biased Not Responsive Emails 

Building on the baseline simulations, the Attorney conducted simulations using the 

Fine-Tuned Legal BERT model to assess whether replacing certain emails in the train-

ing dataset with biased emails could influence the classification of the Target Emails. 

The original dataset structure was maintained, consisting of 1,000 training emails 

(500 Responsive, 500 Not Responsive) and 500 test emails (250 Responsive, 250 Not 

Responsive), along with 50 noise emails. However, three Not Responsive emails in the 

training dataset were replaced with three biased emails (hereinafter "Biased Not Re-

sponsive Emails"), each structurally similar to the corresponding Target Email (A, B, 

or C) despite not incorporating any legal-related terms (Table 6). 

Table 6. Biased Not Responsive Emails 

Contents of Biased Not Responsive Emails (Corresponding Target Email) 

"Project timelines should be confirmed before releasing any important updates to avoid un-
necessary delays." (Corresponding to Target Email A) 
"We must evaluate the viability of the plan under existing operational guidelines before mak-
ing any commitments." (Corresponding to Target Email B) 
"Not following the established process procedures might result in operational inefficiencies 
and lower output." (Corresponding to Target Email C) 

Additionally, three Responsive emails in the training dataset were replaced with three 

Legal Terminology-Rich Responsive Emails. While these new emails were structurally 

distinct from the three Target Emails, they incorporated specialized legal terms such as 

"judge," "docket," "brief," "pleading," and "amicus curiae memorandum" (Table 7). 

Importantly, both the Biased Not Responsive Emails and the Legal Terminology-

Rich Responsive Emails avoided using the exact words or phrases found in the Target 

Emails. These modifications were designed to examine whether structural similarity 

alone, without shared keywords, could influence the classification of the Target Emails. 
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By ensuring that these modifications did not introduce direct keyword overlap, the risk 

of them being perceived as intentional manipulation was mitigated. 

Table 7. Legal Terminology-Rich Responsive Emails 

Contents of Legal Terminology-Rich Responsive Emails 

"The judge ordered a motion to be filed immediately after reviewing the docket to expedite 

the proceedings." 
"A concise brief was prepared in response to the pleading, ensuring the ruling was issued 
without delay." 
"Following the submission of an amicus curiae memorandum, the appellate court rendered its 
decision swiftly." 

 

The model achieved a recall of 0.9091, a precision of 0.9398, and an F1 score of 0.9242, 

with the recall value was close to the 0.90 threshold defined in the protocol. As shown 

in Table 8, despite the use of Legal Terminology-Rich Responsive Emails, the model 

classified all three Target Emails as Not Responsive, with Responsive probabilities 

ranging from 3.44% to 5.31%. This drastic shift suggests that the model was highly 

sensitive to biased data, reinforcing the Not Responsive classification. It likely priori-

tized structurally similar Biased Not Responsive Emails over recognizing legal terms 

in the Legal Terminology-Rich Responsive Emails with different structures. 

Table 8. Classification of the Target Emails with Biased Not Responsive Emails 

Target Email Classification Responsive Probability 

Target Email A Not Responsive 3.44% 

Target Email B Not Responsive 5.31% 

Target Email C Not Responsive 3.73% 

5.2 Simulation with Structurally Aligned Emails 

In the following simulation, the three Legal Terminology-Rich Responsive Emails (Ta-

ble 7) were replaced with three Structurally Aligned Responsive Emails (Table 9), each 

mirroring the structure of its corresponding Target Email (A, B, or C). 

Table 9. Structurally Aligned Responsive Emails 

Contents of Structurally Aligned Responsive Emails (Corresponding Target Email) 

"Confidentiality provisions must be formalized before transmitting any privileged records to 

prevent unauthorized disclosure." (Corresponding to Target Email A) 
"It is essential to evaluate the validity of the arrangement within the applicable legal frame-
work before confirming any stipulations." (Corresponding to Target Email B) 
"Deviation from established professional principles may result in credibility harm and severe 
consequences." (Corresponding to Target Email C) 

 

The Structurally Aligned Responsive Emails contained legal-related terms but did not 

include any of the keywords used in the Target Emails. Additionally, three Biased Not 
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Responsive Emails (Table 6), which were structurally similar to the Target Emails but 

did not contain legal-related terms, were also included in the training dataset. 

The model achieved a recall, precision, and F1 score of 0.9091. As shown in Table 

10, the model classified all three Target Emails as Responsive, with Responsive prob-

abilities ranging from 79.54% to 95.90%.  

Table 10. Classification of the Target Emails with Structurally Aligned Emails 

Target Email Classification Responsive Probability 

Target Email A Responsive 79.54% 

Target Email B Responsive 90.51% 

Target Email C Responsive 95.90% 

This suggests that the introduction of Structurally Aligned Responsive Emails effec-

tively reinforced the model’s ability to recognize the structural patterns of Responsive 

emails, even in the absence of shared keywords from the Target Emails. Moreover, the 

model's consistent classification of the Target Emails as Responsive indicates that the 

influence of the Biased Not Responsive Emails, which previously contributed to mis-

classification, was mitigated. 

Fig. 1. Distribution of Emails Based on Linguistic Similarities 

The t-SNE plot (Figure 1) illustrates the distribution of Target Emails, Biased Not Re-

sponsive Emails, and Structurally Aligned Responsive Emails based on their linguistic 

similarities. The Target Emails are positioned closer to the Structurally Aligned Re-

sponsive Emails than to the Biased Not Responsive Emails, suggesting a greater textual 

similarity. 

When Biased Not Responsive Emails, which were similar in structure to the Target 

Emails, were introduced, the model classified all Target Emails as Not Responsive, 

despite the presence of Legal Terminology-Rich Responsive Emails. Conversely, when 

Structurally Aligned Responsive Emails, which shared structural similarities with the 

Target Emails, were introduced, the model classified all Target Emails as Responsive. 

These results reinforce the idea that structural similarity played a decisive role in clas-

sification for the Fine-Tuned Legal BERT model. 
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6 Structural Bias and Adversarial Risks 

The simulation results highlight the significant impact of dataset composition on model 

performance. Even minor modifications to the training data can introduce subtle biases, 

influencing classification outcomes despite the absence of direct replication of the Tar-

get Emails. Given that Legal BERT is designed to comprehend not only individual 

words but also contextual relationships and sentence structures in legal text, an attorney 

may seek to exploit this capability. 

By leveraging Legal BERT’s ability to interpret legal language in context, the attor-

ney could lead the model to classify the Target Emails as Not Responsive without de-

tection by the requesting party by using Biased Not Responsive Emails that are struc-

turally similar to the Target Emails but employ different wording. This approach can 

be framed as a strategic effort to harness the model’s advanced understanding of legal 

language to steer classification results toward avoiding disclosure while mitigating crit-

icism that it constitutes outright manipulation. 

Furthermore, in real-world discovery procedures, the requesting party lacks prior 

knowledge of the content of the Target Emails, making it impossible to identify hidden 

biases in the training dataset or generate structurally similar Responsive training emails. 

Therefore, this limitation underscores the necessity of incorporating technical safe-

guards into discovery protocols to detect and mitigate biases in TAR-based classifica-

tions, while ensuring transparency and accountability in the discovery process. 

7 Addressing Challenges in TAR Usage Protocols 

7.1 Challenges in Implementing Defenses Against Adversarial Attacks 

Many previous studies have explored adversarial attacks targeting machine learning 

vulnerabilities and corresponding defense strategies. For example, Guha et al. [13] 

identified and analyzed various adversarial attacks targeting machine learning-based 

TAR models, including biased seed set exploitation, data poisoning, adversarial exam-

ples, hidden stratifications, stopping points, and validation methods. However, the de-

fense strategies proposed in such studies remain ineffective unless they are imple-

mented in actual models. Therefore, it is crucial to explore effective methods for inte-

grating these defenses into practical implementations. 

If such defense mechanisms cannot be implemented, even the simple attacks demon-

strated in the simulations in this study would remain effective and unmitigated, poten-

tially executed undetected by the requesting party. This underscores the necessity of 

not only proposing technical countermeasures but also ensuring their practical deploy-

ment. 

In the context of TAR-based discovery, the responsibility for data collection often 

falls upon the producing party's legal team. This structural dynamic presents challenges 

in mitigating biases, as the producing party controls the selection and preparation of 

data used to train TAR systems. While an ideal approach might suggest extensive di-

versification of training data or the inclusion of external datasets, such measures are 
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often impractical due to the constrained and case-specific nature of legal datasets. This 

inherent conflict of interest makes it unlikely that the producing party would voluntarily 

adopt defensive measures or enhance the system to mitigate these risks. 

Furthermore, under U.S. judicial precedent, producing parties typically may select 

the methodology they use for their TAR process without judicial involvement, provided 

that it is reasonable (see, e.g., [14]). Producing parties are not required to follow specific 

search methods dictated by the requesting party (see, e.g., [15]). Absent exceptional 

circumstances, such as demonstrable unreasonableness, the producing party retains sig-

nificant discretion in selecting models and algorithms for discovery. 

This discretion, combined with various technical vulnerabilities, underscores the ur-

gent need to embed robust safeguards into discovery protocols. Incorporating specific 

obligations and accountability mechanisms into these protocols is essential to mitigat-

ing risks and ensuring a balanced and equitable approach to discovery. 

When new defensive technical measures are incorporated into discovery protocols 

and established as precedents, they are likely to be integrated into future protocols and 

ultimately become standard practice. Mandating their implementation by the producing 

party can promote broader acceptance over time, strengthening the overall robustness 

and fairness of the discovery process. 

7.2 Addressing Transparency Challenges in TAR Workflows 

Currently, defensive technical measures are not well integrated into TAR workflows, 

creating significant challenges. Ensuring the robustness and accuracy of TAR models 

often involves trade-offs between competing factors [16], which must be carefully con-

sidered when implementing safeguards. Moreover, the diverse and evolving nature of 

attacks exploiting model vulnerabilities makes it nearly impossible to predefine all nec-

essary countermeasures within TAR protocols. Addressing these threats cannot be 

achieved simply by expanding the training dataset or increasing model complexity. In-

stead, it is crucial to incorporate rule-based safeguards into TAR protocols, such as 

mutual checks among litigation parties, by enhancing transparency and accountability 

in the review process. 

Given these challenges, transparency in TAR processes is essential for mitigating 

risks. Requiring the producing party to disclose information about training datasets and 

algorithms can help prevent manipulation, build trust, and address various adversarial 

attacks. However, transparency is often limited by intellectual property protections and 

confidentiality concerns. Moreover, U.S. courts do not necessarily mandate the disclo-

sure of the TAR process or nonresponsive document sets used for training or validation 

[9], making full transparency difficult to achieve.  

Despite these obstacles, transparency remains critical for fostering trust and ensuring 

compliance, particularly with advanced models like Legal BERT. Effective protocols 

should incorporate measures such as sharing training data, generating detailed reports, 

providing standardized guidelines, and enabling traceability of model decisions. Strik-

ing a balance between the need for transparency and the challenges posed by the com-

plexity of deep learning models, proprietary algorithm concerns, and substantial 
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resource requirements is essential to maintaining fairness and reliability in TAR dis-

covery processes. 

7.3 Challenges in TAR for Cross-Border Discovery 

The cross-border application of U.S. discovery is expanding, increasingly encompass-

ing data stored in foreign jurisdictions. This trend presents significant legal, technical, 

and ethical challenges, particularly due to the potential exploitation of TAR vulnerabil-

ities to misclassify relevant documents or exclude critical evidence, thereby undermin-

ing the discovery process. These challenges are exacerbated by the lack of international 

consensus on safeguarding TAR, especially when handling sensitive, multilingual, and 

culturally specific data under conflicting regulations. 

Advanced tools like Legal BERT provide enhanced capabilities for processing com-

plex legal texts and multilingual datasets but also introduce risks of intentional misuse. 

The opacity of AI-driven decision-making processes further complicates these issues, 

making it difficult to detect and address exploitation effectively. 

To mitigate these risks, a comprehensive approach is essential. International stand-

ards should include robust protocols for validating TAR algorithms, clear guidelines 

for cross-border data handling, and mechanisms to detect and respond to misuse. By 

addressing these vulnerabilities, the global legal community can foster trust, coopera-

tion, and fairness in the use of TAR for cross-border discovery. 

8 Conclusion 

The simulations in this study demonstrate that adversarial attacks on TAR systems can 

exclude critical evidence without detection, potentially influencing judicial outcomes. 

While advanced models like Legal BERT improve legal text processing, they remain 

sensitive to subtle biases. Defense strategies proposed in computational research are 

ineffective unless integrated into real-world TAR workflows. As the producing party 

operates the TAR system, conflicts of interest make voluntary protective measures un-

realistic. This underscores the need for not only technical safeguards but also proce-

dural controls in discovery. Therefore, it is crucial to incorporate rule-based safeguards 

into TAR protocols to enhance transparency and accountability in the review process 

and strengthen mutual oversight by litigation parties. Transparency is essential for fos-

tering trust and fairness in discovery. While concerns over intellectual property and 

confidentiality may limit full disclosure, standardized measures—such as validation 

protocols, independent audits, and mechanisms to detect and address misuse—can sig-

nificantly enhance the defensibility and integrity of TAR systems. At the international 

level, harmonization of discovery practices with global data protection laws, such as 

the GDPR, is also critical to preventing conflicts between legal obligations and ensuring 

compliance in cross-border cases. 

As TAR adoption expands, particularly in cross-border litigation, these safeguards 

are critical for managing the increasing complexities of legal and technical landscapes. 

By implementing robust protocols and fostering international collaboration, the global 
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legal community can modernize discovery processes while ensuring fair and effective 

resolution of cross-border legal disputes. Strengthening transparency and accountabil-

ity in TAR-based discovery is essential to advancing equitable access to justice in an 

increasingly interconnected world. 
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Abstract. The increasing volume and complexity of legal texts pose
challenges in bridging legislative language with judicial interpretation.
This paper introduces a novel methodology, along with a correspond-
ing tool, that leverages Large Language Models (LLMs) and the Legal-
DocML format in a two-phase approach aimed at extracting legal in-
terpretations of UK legislation within UK case law. The UK Publi-
cation Office (The National Archives, TNA) is the single institution
in the world providing all its legislation and case law in LegalDocML
format. Therefore, the tool is not currently applicable to other juris-
dictions. Evaluation results demonstrate high accuracy in identifying
and extracting key phrases, showcasing the methodology’s effectiveness
in addressing the diverse contextual meanings of legal language. The
tool source code can be accessed through the GitHub repository https:
//github.com/SafiaK/Odyssey-Terms-Extraction

Keywords: Legal Interpretations, Large Language Models, LegalDocML,
Information Extraction

1 Introduction

The law is essential for governance, conflict resolution, and protecting individ-
ual rights. However, the exponential growth of legal texts presents challenges
in efficiently processing them. A key issue is linking legislative norms to their
legal interpretation in case law, as judicial decisions define how laws are applied.
Courts interpret legislation, establishing precedents, while lawyers analyze case
law to craft arguments supporting their clients’ positions. Judges ensure con-
sistent legal interpretations, but the time-consuming nature of this process can
delay justice and erode public trust.

LegalTech solutions that connect legislation to case law interpretations can
streamline legal analysis. Natural Language Processing (NLP) and Large Lan-
guage Models (LLMs) offer promising approaches, but general-purpose LLMs lag
behind domain-specific models. Training datasets capturing legal interpretations
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are difficult to create due to the complexity of legal language and evolving judi-
cial decisions [2], [4], [9], [5]. Developing sophisticated methods that understand
context, resolve ambiguities, and identify legal relationships is crucial [3].

This paper presents a two-phase methodology using LLMs to extract legal in-
terpretations from legislative texts. Implemented on UK legislation and case law,
it first filters legal documents to identify relevant excerpts, then links key phrases
from legislation to their case law interpretations. The structured XML format of
UK LegalDocML files, prepared by The National Archives (TNA), facilitates this
process. Extending the approach to other jurisdictions would require additional
modules to process less structured formats, potentially increasing errors.

This research is part of the “Odyssey” project, with TNA playing a key role 3.
The UK is unique in making all primary legislation and jurisprudence accessible
in LegalDocML 4, a widely recognized XML standard [6], [7]. By leveraging this
structured data, the proposed methodology enhances legal text annotation and
lays the foundation for scalable LegalTech applications.

Every UK act may be easily downloaded in LegalDocML from https://www.
legislation.gov.uk while every case law from 2003 onward may be downloaded
in LegalDocML from https://caselaw.nationalarchives.gov.uk. The Legal-
DocML files, which were prepared and validated by a team of human annotators
at TNA, clearly structure the legal texts into sections, paragraphs, etc., and
contain explicit references between the legal documents. We therefore tailored
our prototype to work with the LegalDocML files from TNA, while leveraging
the information already present within them.

The rest of the paper is organised as follows: The next section introduces the
input data and discusses how phrases from legislation are legally interpreted in
case law, i.e., what we aim for our methodology and tool to extract. The method-
ology is then presented in Section 3, which contains the core of the research
presented in this paper. The next section 4 presents the analysis of experiments
and evaluation of the results. Section 5 concludes the paper.

2 The input data: the LegalDocML files from The
National Archives (TNA)

As explained in the previous section, all UK legislation and case law are publicly
available in LegalDocML format through TNA’s portals. Each UK act pub-
lished on the portal https://www.legislation.gov.uk can be downloaded in
LegalDocML format simply by appending “data.akn” (where “akn” stands for
“Akoma Ntoso”) to the end of the URL. For example, the Child Abduction and
Custody Act 1985, accessible online via the first URL in (1), can be downloaded
in LegalDocML format by following the second URL in (1).

(1) https://www.legislation.gov.uk/ukpga/1985/60
https://www.legislation.gov.uk/ukpga/1985/60/data.akn

3 https://www.nationalarchives.gov.uk
4 https://www.oasis-open.org/committees/legaldocml
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Due to space constraints, we are unable to provide details about the various
LegalDocML tags used in the “data.akn” file or include substantial excerpts of
the act’s XML annotation in this paper5. However, the XML format is relatively
intuitive. By following the second URL in (1), the reader can observe how the
XML format neatly organizes legal texts into parts, sections, subsections, etc.,
each associated with a specific eId. The format also explicitly annotates titles
(tag <heading>), indexes (tag <num>), headings, and references (tag <ref>),
as well as abbreviations (tag <abbr>), among other elements. As previously
mentioned, the XML structure provided by the LegalDocML format facilitates
the straightforward programmatic retrieval of meaningful legal text, a task that
would be significantly more labor-intensive in HTML or PDF files.

Similarly, case law can be downloaded in LegalDocML from the portal https:
//caselaw.nationalarchives.gov.uk, but in a different way. At the bottom
of each case law web page, e.g., https://caselaw.nationalarchives.gov.uk/
ewhc/fam/2020/3257, a link labeled “Download this judgment as XML” allows
users to download the LegalDocML file of the case. However, note that while
LegalDocML structures legislative acts into sections (using the <section> tag),
it structures case law into paragraphs (using the <paragraph> tag).

In the LegalDocML files of the acts, certain phrases denoting key concepts
within the scope of the act are tagged as <term>. For example, the phrase “rights
of custody”, which denotes a key concept in the Child Abduction and Custody
Act 1985, is tagged in the LegalDocML file as follows:

(2) <p>“<term refersTo="#term-rights-of-custody"
eId="term-rights-of-custody">rights of custody</term>” shall
include rights relating to the care of the person of the
child and, in particular, the right to determine the child’s
place of residence;</p>

Given that they denote key concepts, many of these phrases are legally inter-
preted in case law. For example, the phrase “rights of custody” is legally inter-
preted in the case law “[2020] EWHC 3257 (Fam)”, which references the act;
the fourth paragraph6 of the case law, for instance, states that in the Mother’s
opinion the Father’s rights of custody were not breached:

(3) The Mother opposes the Application on the basis:

(1) That the children’s retention in the UK was not in breach of the Fa-
ther’s rights of custody and so, she says, the retention (or their removal)
was not “wrongful” within the meaning of Article 3 of the Convention;
alternatively

(2) Etc.

5 The full vocabulary of LegalDocML is available at http://docs.oasis-open.org/
legaldocml/akn-core/v1.0/akn-core-v1.0-part2-specs.html.

6 https://caselaw.nationalarchives.gov.uk/ewhc/fam/2020/3257#para_4

35



Other paragraphs of the case law may include additional legal interpretations
(e.g., it is likely that the Father disputes the Mother’s interpretation of his rights
of custody), as well as the arguments presented by the lawyers to support these
interpretations, and ultimately the judges’ decision based on the facts and ar-
guments. It is clear, however, that this case law is highly relevant for legal prac-
titioners who must argue similar cases in court, where the question of whether
someone’s rights of custody have been violated is at issue. The methodology pre-
sented in this paper represents the first step towards the creation of an enhanced
repository where the links between key phrases in legislative acts and the para-
graphs in case law that legally interpret them are made explicit. LegalDocML
already includes tags to link acts with relevant jurisprudence7, which could be
utilized to store these connections once identified by the NLP module.

Nevertheless, the example in (2) and (3) is relatively simple. Most relevant
phrases from UK legislation legally interpreted in case law are not tagged as
<term> in the LegalDocML file of the act. TNA defined regular expressions to
help annotators identify <term>s; for instance, rights of custody” in (2) was
tagged as a <term> because it appears in quotes (...”) and is followed by “shall
include.” However, most key phrases, like the two discussed below, do not follow
a fixed pattern linked to an obvious regular expression. Thus, TNA annotators
do not tag them as <term>, even though they should be, as these phrases are
legally interpreted in at least one case law.

Secondly, and more importantly, contrary to the example in (2) and (3),
many key phrases are not repeated verbatim in case law, which makes their
identification more challenging. The use of LLMs to identify these phrases is
therefore highly promising for developing a recommendation system that can
suggest potential <term>s to TNA annotators with greater coverage and accu-
racy than regular expressions. LLMs are capable of paraphrasing text, enabling
them to effectively identify linguistic variants of the target key phrases.

An example is the phrase “physical, emotional and educational needs” from
section 1(3)(b) of the Children Act 19898. This phrase is not tagged as <term>,
like “rights of custody” in the previous example. Still, it is key for the domain
of the act as it is legally interpreted in several case law. One of these is “[2024]
EWHC 17 (Fam)”, specifically its 66th paragraph9:

(4) By contrast to the position of a German court seised of proceedings, whilst
the parties have engaged in proceedings in this jurisdiction concerning X’s
welfare, in the current circumstances, the English court would not have as
easy access to the educational and health care professionals engaged with
X, and the information concerning his physical, educational and emotional
welfare, that will most fully inform the assessment of X’s best interests. Etc.

7 Specifically, the <judicial> tag, see http://docs.oasis-open.org/legaldocml/
akn-core/v1.0/os/part2-specs/os-part2-specs_xsd_Element_judicial.html.

8 https://www.legislation.gov.uk/ukpga/1989/41/section/1#section-1-3
9 https://caselaw.nationalarchives.gov.uk/ewhc/fam/2024/17#para_66
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Note that the phrase “physical, emotional, and educational needs” is paraphrased
as “physical, educational, and emotional welfare” in this case law. Nevertheless,
both expressions refer to the same concept, which is legally interpreted in (4):
the judge determined that the information concerning physical, emotional, and
educational needs is not easily accessible to the English court.

Identifying links such as the one between “physical, emotional, and educa-
tional needs” and (4) using regular expressions would be too difficult, if not im-
possible. By contrast, LLMs are capable of making these connections, as demon-
strated below in this paper.

A third final example is the phrase “controlling or coercive behaviour” from
section 1(3)(c) of the Domestic Abuse Act 202110, which is legally interpreted
in paragraph 115 of “[2023] EWHC 2983 (Fam)”11:

(5) I find that the Father did coerce the Mother into travelling to the UK and
signing documents with the effect of fraudulently procuring UK tax credits
and that this constituted financial abuse of a controlling and coercive nature.
Etc.

In the judge’s opinion, what the Father did can be categorized as “financial
abuse of a controlling and coercive nature”, which contextualizes the phrase
“controlling or coercive behaviour” within the legal discussion of the trial. Once
again, LLMs are currently the single available technology capable of recognizing
the link between these two excerpts of text.

2.1 Selected case law and corresponding acts

In this paper, we focus on Family Law cases from the past five years, specifically
from 2020 to 2024. Running our developed tool on all case law from https:
//caselaw.nationalarchives.gov.uk is considered future work. Furthermore,
we only considered case law that references at least one UK act. Other cases that
reference only case law or other secondary materials are excluded for simplicity,
as including them would require the implementation of an additional module to
identify which UK acts they (indirectly) reference. Table 1 shows the breakdown
of cases containing legislative references by year.

Year 2020 2021 2022 2023 2024 Total

N. of cases 26 22 29 80 40 197

Table 1. Cases processed per year

As stated earlier, the LegalDocML format structures case law into <paragraph>s.
These may contain <subparagraph>s. However, during initial experimentations,
10 https://www.legislation.gov.uk/ukpga/2021/17/section/1#section-1-3
11 https://caselaw.nationalarchives.gov.uk/ewhc/fam/2023/2983#para_115
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we found that <subparagraph>s often lacked sufficient context when analyzed
in isolation. Therefore, we selected <paragraph> as the primary unit for data
processing in our pipeline to maintain context and ensure accurate analysis. A
similar rationale applies to the LegalDocML files of the acts, where <section>
was chosen as the primary unit for data processing.

For each <paragraph>, our developed tool determine whether the <paragraph>
legally interprets a concept denoted by a phrase occurring within the UK legis-
lation. To this end, as will be explained in the next section, each <paragraph> is
linked to a <section> of a UK act referenced in the case law. As mentioned ear-
lier, we only consider case law that references at least one UK act, ensuring that
each <paragraph> will be associated with a <section>. Several <paragraph>s
also contain explicit references to sections or subsections of a UK act through
the LegalDocML tag <ref>. These <ref>s will, of course, be utilized by the
module that associates a <section> with each <paragraph>, as the search will
be restricted to only those sections mentioned in the <paragraph> (if any).

3 Methodology

The methodology in this research utilizes LLM-based NLP techniques to identify
and extract legal terms from UK legislation that are interpreted in case law. Legal
interpretation involves clarifying or applying legislative language in specific case
contexts. Our approach dynamically identifies interpretations without predefined
labels, extracting structured relationships and incrementally building a dataset
of pairs (phr, cl), where phr is a phrase from legislation and cl is a <paragraph>
from a case law LegalDocML file.

Our methodology consists of two phases. Phase 1 filters <paragraph>s from
case law to retain only those likely containing a legal interpretation, pairing them
with relevant <section>s of UK acts. Phase 2 extracts the specific phrase from
the <section> that is interpreted in the case law.

By leveraging LLMs, this methodology tackles the complexity of legal lan-
guage and its contextual nuances. It integrates few-shot learning and chain-of-
thought [10] reasoning to enhance phrase filtering and extraction tasks.

3.1 Phase 1: matching <paragraph>s from case law with <section>s
from UK acts

As explained in the Introduction above, the LegalDocML format eliminates the
need to pre-process the input documents, which is required in non-UK juris-
dictions where legislation and case law are only available in PDF and HTML
formats. From a LegalTech perspective, this provides the UK with a signifi-
cant advantage over other jurisdictions. As is well known, pre-processing HTML
and, even more so, PDF files is highly labour-intensive, which can easily result
in an error rate that propagates through the subsequent steps. On the other
hand, in LegalDocML files, the text is already structured and easily accessible.
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Therefore, the “pre-processing” of our methodology simply involves collecting all
<paragraph>s from the input case law directly from the LegalDocML files.

The workflow of the first phase is depicted in Figure 1.

Fig. 1. Workflow for Phase 1 of the proposed methodology

The first step of the methodology, called “Filtering”, retains only <paragraph>s
that convey legal interpretations. Most paragraphs in a case contain conven-
tional phrases for formal purposes, background facts, and other non-substantive
content. Since these paragraphs are not associated with any section of the UK
acts cited in the case, they are excluded a priori.

In order to identify the <paragraph>s of interest, we used GPT-4o mini. The
model was prompted to determine whether the text contains a legal interpre-
tation. Based on our analysis of the input data and the outcomes of our initial
experiments, we decided to instruct the model through the following system role:

(6) You are a legal language model designed to analyze UK case law for para-
graphs that contain legal interpretations. Your task is to identify text that
interprets or explains legislative terms and concepts.
– Accurately identify and analyze any legal interpretations within given

texts, focusing on how courts, tribunals, or authoritative bodies explain
or clarify the meaning or scope of UK legislation.

– Distinguish between mere citations/references and actual legal interpre-
tations. Text that simply cites a statute (e.g., “pursuant to s.100(2)(b)”)
without any explanatory reasoning or discussion of its meaning does not
qualify as interpretation.

– Focus on:
• UK legislation (e.g., Acts of Parliament)
• Judicial and statutory interpretation principles (e.g., purposive ap-

proach, mischief rule)
– Do not consider text as legal interpretation when it:

• Merely mentions the law or quotes statutory wording without explain-
ing it.
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• Refers to non-UK conventions, treaties, or rulings.
• Discusses jurisdictional or procedural issues without interpreting leg-

islative language.
• Recites the law verbatim (e.g., “Art. 8 provides...”) without additional

interpretive commentary.

The prompt in (6) follows a chain-of-thought strategy and incorporates a few-
shot learning approach to enhance model performance [1]. This combination
enables in-context learning, where examples within the prompt guide the model
to generate more accurate outputs. By providing demonstrations and step-by-
step reasoning, we influence the statistical distribution of responses, improving
consistency and accuracy for complex tasks.

To validate the filtering classifier, we manually annotated 12 case laws to
create a ground truth dataset. We then applied leave-one-out cross-validation,
training the model on 11 case laws while testing on the remaining one, repeating
this for all 12 case laws to ensure a robust evaluation.

The validation results, shown in Table 2, indicate high recall but lower pre-
cision. This is acceptable since the module primarily reduces the number of
<paragraph>s processed in later phases rather than aiming for exhaustive iden-
tification of legal interpretations. These interpretations are validated by TNA
human annotators and, if confirmed, are tagged as <term>s in the LegalDocML
file and linked to the relevant <paragraph>.

Ensuring that most <paragraph>s with legal interpretations are retained is
more important than minimizing false positives. While high recall may lead to
some irrelevant <paragraph>s, this is not a significant issue, and increasing the
number of examples in the model should further improve results. Table 2 shows
that the classifier effectively reduces the number of <paragraph>s by 88.27%.

Metric Value

Precision 0.538461538461
Recall 0.913043478260
F1 Score 0.677419354838

Metric Value

Total <paragraph>s 20,724
<paragraph>s with possible legal interpretations 2,430
% of <paragraph>s with possible legal interpretations 11.73%

Table 2. Validation results of the Filtering classifier

Once the set {cl1, cl2, ..., cln} of <paragraph>s that potentially contain
legal interpretations has been identified, all corresponding <section>s from the
LegalDocML files of the relevant UK acts are retrieved (“Reference finder” in Fig-
ure 1). This step is relatively straightforward as it involves following the <ref>
links provided in the LegalDocML files of the case law. Once again, the use of
LegalDocML proves highly advantageous, as the files already include the refer-
ences that, in the case of plain text processing, would need to be identified auto-
matically, thus introducing a potential error rate that could propagate through
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to the final result. The result of this step is a set of <section>s associated
with each <paragraph> that possibly conveys a legal interpretation. For those
<paragraph>s that include <ref> links to specific <section>s of the acts, only
those referenced <section>s are considered. However, only 355 <paragraph>s,
i.e., only 14.6% of the 2,430 filtered ones, have an explicit reference to the leg-
islation. <paragraph>s that do not contain any <ref> link are associated with
all <section>s of any act referenced anywhere in the case law.

The final step of Phase 1 is called the “Semantic Similarity Matcher”. The out-
come of this step is a list of pairs {(cl1, lg1), (cl2, lg2), . . . , (cln, lgn)}, where
{cl1, cl2, ..., cln} are the <paragraph>s returned by the Filtering classi-
fier, and {lg1, lg2, ..., lgn} are the corresponding <section>s that best
match the <paragraph>s, among all those associated with each <paragraph>
by the Reference Finder. For this step, we employed OpenAI’s embedding mod-
els12, specifically text-embedding-ada-002. For simplicity, we selected a single
<section> for each <paragraph>, i.e., the <section> with the highest semantic
similarity score, even if multiple acts are referenced in the case.

The resulting set of pairs {(cl1, lg1), (cl2, lg2), . . . , (cln, lgn)} serves as
the input for Phase 2, described in the next subsection. The objective of the
subsequent Phase 2 is to identify the specific legislative term (typically a short
noun phrase) that occurs verbatim within the <section> lgi and is legally
interpreted in the <paragraph> cli. These key legislative terms are potential
candidates for annotation as new <term> elements in the LegalDocML files,
similar to the term “rights of custody” in (2) above.

3.2 Phase 2: Identifying key legislative terms

In Phase 2, the selected pairs (<paragraph>, <section>), where the <paragraph>
belongs to a case law and potentially represents a legal interpretation of a key
legislative term found in the associated <section>, are processed by an Extrac-
tor module. This module employs GPT-4o with chain-of-thought techniques.
The chain-of-thought approach enables the model to break down complex legal
reasoning into explicit steps, making its analysis more transparent and reliable.

Therefore, the hypothesis underlying Phase 2 is that, by verbalizing its
thought process before reaching conclusions, the model can more effectively iden-
tify logical connections between legislative text and its interpretations in case
law. The key component of Phase 2’s chain of thought are the following:

– Analysis: the LLM is tasked with identifying a textual chunk, i.e., a context-
providing snippet, within the <paragraph> and aligning it with a corre-
sponding textual chunk in the <section>. The key legislative phrases are
then extracted from the selected chunk in the <section> by prompting the
LLM to identify the minimal core phrase or phrases. This approach ensures
that the system not only extracts key phrases but also considers their inter-
pretation within the given context.

12 https://platform.openai.com/docs/guides/embeddings/embedding-models
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– Extraction Criteria: phrases are extracted based on semantic equivalence
and interpretative value, as not all text within the <paragraph> contains
the legal interpretation. The system is guided by these extraction criteria:
• Textual and Semantic Overlap: phrases must directly reference or

semantically align with the same legal context.
• Interpretative Relationships: extracted chunks should focus on mean-

ingful legal interpretations rather than irrelevant mentions.
• Specificity: key phrases should explain a legal concept rather than a

generic concept.
– Validation and Explainability: To enhance the system’s awareness of its

extractions, it is required to provide a confidence score and its reasoning for
each extraction. The confidence level (“High”, “Medium”, or “Low”) assigned
to each match reflects the degree of alignment between the <paragraph>
and the <section>, showcasing a reference-free evaluation approach. Simi-
larly to the approach in [11], our system assesses the quality and relevance
of legal text pairs without relying on reference annotations. While [11] em-
ploys question-answering for summary evaluation, we adapt this concept to
evaluate the semantic alignment between chunks and phrases within the
<paragraph> and the <section>.

– Structured Output: the system is required to structure the output in the
following JSON format:

{ "case_law_chunk": "text from <paragraph>",
"legislation_chunk": "text from <section>",
"key_phrases": ["phrase1","phrase2","phrase3"],
"reasoning": "reason of extraction",
"confidence": "level of confidence" }

The prompt that implement the above chain of thought is shown in (7):

(7) You are a specialized legal analyst with expertise in matching legal interpre-
tations between case law and legislation. Follow this systematic process:

– ANALYSIS Phase:
• Identify specific (not overly general) legal concepts or phrases in the

case law.
• Find the corresponding, equally specific portion in the legislation.

This should be a somewhat longer, context-providing phrase.
• From that longer legislative phrase, also extract the key noun phrase(s)

or core concept(s)—the minimal expression that captures the critical
legal idea.

– MATCHING CRITERIA:
• Direct textual overlap or near-verbatim references (no paraphrase).
• Semantic equivalence in the same legal context (avoid purely generic

wording).
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• Clear interpretative relationship (case law explains or applies the leg-
islation).

• Substantive connection (not merely tangential mentions).
– VALIDATION RULES:

• Only extract text that actually appears in each source (verbatim).
• For “legislation_chunk”, use the longer snippet that captures con-

text.
• For “key_phrases/concepts”, extract the essential, shorter noun

phrase(s) from within that legislation snippet.
• Ensure the match has legal interpretive or explanatory value (avoid

trivial or broad phrases).
– OUTPUT STRUCTURE:

• Return a JSON array of objects. Each object must contain:
∗ “case_law_chunk”: exact phrase from the case law (no reword-

ing).
∗ “legislation_chunk”: a longer, context-inclusive phrase from

the legislation.
∗ “key_phrases/concepts”: the shorter core phrase(s) - verbatim

- taken from within “legislation_chunk” that most directly cap-
ture the legal concept (often a noun phrase).

∗ “reasoning”: brief explanation of how the term interprets/applies
to the legislation.

∗ “confidence”: “High”, “Medium”, or “Low” based on how closely
they match in legal meaning.

– RULES:
• Extract only exact phrases from source texts.
• No rephrasing or inference.
• Include only paired matches with clear legal interpretation.
• Return raw JSON without formatting or explanation.

A distinctive feature of our approach is its emphasis on explicit reasoning by the
LLM. By requiring explanations and encouraging the model to “think aloud”,
chain-of-thought prompting has been shown to enhance performance [8].

Tables 3, 4, and 5 show case law chunks that legally interpret the key leg-
islative terms “child’s welfare”, “rights of custody”, and “controlling or coercive
behaviour”, which appear in the Children Act (1989), the Child Abduction and
Custody Act 1985, and the Domestic Abuse Act 2021 of UK legislation, respec-
tively. These tables show how the same legal concept can be expressed in different
forms within the legal narrative.

The first column of the table contains the year, the case law ID, and the
paragraph ID (pId) within the case law. For example, ’2020/877-10’ refers to
paragraph 10 in [2020] EWHC 877 (Fam)13.
13 https://caselaw.nationalarchives.gov.uk/ewhc/fam/2020/877#para_10
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Year/Id-pId case_law_chunk
2020/877-10 welfare of the child, while a primary consideration, is not

the paramount consideration
2020/3496-10 J’s best interests
2020/2878-141 welfare analysis itself involves a balance of interference

with and promotion of her rights
2024/1156-44 the judge must consider the child’s welfare now, through-

out the remainder of the child’s minority and into and
through adulthood

2021/33-82 adoption was the only realistic option for this child
2021/2931-124 welfare questions in circumstances where moving the child

by reason of an unacceptable delay in securing registration
may conflict with the child’s wider welfare needs

Table 3. child’s welfare (Children Act 1989)

Year/Id-pId case_law_chunk
2020/1599-86 the child herself objects to being returned
2020/3257-113 breach of the Father’s rights of custody
2020/1903-59 removal was indeed in breach of the mother’s rights of

custody
2022/1827-32 father did not, at the time P was removed from the Re-

public of Ireland, have rights of custody
2024/1282-14 judge considering a return order
2023/2082-100 the exercise of the discretion under the Convention

Table 4. rights of custody (Child Abduction and Custody Act 1985

Year/Id-pId case_law_chunk
2022/2755 - 9 controlling, coercive or threatening behaviour, violence or

abuse
2023/2983 -
115

financial abuse of a controlling and coercive nature

2023/505 - 44 cutting her off from friends and family

Table 5. controlling or coercive behaviour (Domestic Abuse Act 2021)

4 Analysis and Evaluation

The evaluation of our methodology primarily focused on assessing the accuracy
and reliability of extracting the final key terms, such as “child’s welfare”, rights
of custody”, and “controlling or coercive behaviour”. This section presents the
analysis of the results along with their evaluation, including some limitations of
our work, which set the basis for future improvements.
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4.1 Analysis of the results

Of the 2,430 <paragraph>s processed in Phase 1, our system successfully ex-
tracted one or more key phrases from 2,066 <paragraph>s, accounting for 85%
of the total. Each extracted phrase was linked to the JSON template shown
above in “Structured Output.”

Conversely, for 364 <paragraph>s, the system either failed to associate a
<section> with the <paragraph> or did not identify any key phrases within the
text. This occurred either because the <paragraph> did not contain any legal
interpretation (recall that the precision of Phase 1 is 0.54%), or because the
interpreted content does not appear in UK legislation. On a deeper analysis, we
came to know that 308 paragraphs actually do not have any legal interpretation.
One of the other reasons we found that other legal documents, such as the
Hague Convention or the European Convention on Human Rights, are frequently
referenced in case law and could be subject to interpretation. However, since our
study focuses exclusively on UK legislation and we extract only <section>s from
UK laws, the system was unable to process these <paragraph>s.

3008 key legislative terms were extracted from 2066 <paragraph>s, with sev-
eral <paragraph>s yielding more than one key term, as explained earlier. These
terms occur verbatim in the <section> associated with each <paragraph>. Most
extracted key phrases are short noun phrases, averaging 4.14 words. 49 legisla-
tive acts were mentioned in the selected <paragraph>s, with the most frequently
mentioned being the Children Act 1989.

Finally, the system assigned confidence levels (“High”, “Medium”, “Low”) to
its outputs based on the semantic alignment between case law and legislative
text. Of the extracted key terms, 74.1% (2256 terms) were classified as “High”
confidence, 25.8% (747 terms) as “Medium” confidence, and only 0.2% (5 terms)
as “Low” confidence. These results underscore the system’s confidence in identi-
fying meaningful connections.

4.2 Evaluation

The quality and relevance of key phrases were assessed under the supervision
of a legal expert with a PhD in law, ensuring a high standard of evaluation.
Given the complexity and nuanced nature of legal language, the expert’s review
was indispensable in ensuring both accuracy and consistency with established
legal principles. The evaluation was based on two key criteria: the relevance of
each key phrase to the specific case law described in the <paragraph>, and its
validity as a recognised legal concept within the context of the act to which the
<section> associated with the <paragraph> pertains.

The expert review process involved multiple steps. First, the extracted key
phrases, along with their associated <paragraph>s, reasoning, and contextual de-
tails, were compiled into an organised spreadsheet. The spreadsheet was struc-
tured to enable a systematic evaluation and included two dedicated columns
(key_phrases_check and reasoning_check) with drop-down options of “yes”
or “no” for streamlined assessment. Specifically, the legal expert was tasked not
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only with evaluating whether the key phrase extracted from the <section> was
indeed legally interpreted in the <paragraph>, but also with assessing whether
the reasoning provided by the LLM about why the <paragraph> conveyed a legal
interpretation of that key phrase was sound. We consider the evaluation of the
latter to be even more critical than the former, as it assesses the explainability
of our results and lays the groundwork for characterizing, in future research,
different sub-categories of legal interpretations.

This spreadsheet was then provided to the expert for annotation and valida-
tion. The expert was instructed not to seek additional information from TNA’s
portals or any external sources to ensure that their evaluation was based solely
on the information available to the LLM for each <paragraph>-<section> pair.

The legal expert spent approximately four weeks conducting an exhaustive
review of the spreadsheet. As explained above, the expert not only verified the
accuracy of the extracted phrases but also scrutinised the underlying reasoning,
ensuring that the logical connections drawn between the key phrases and their
legal implications were sound and well-supported by established legal principles.

As shown in Table 6 on the left, the legal expert marked most spreadsheet
cells as “yes,” confirming the LLM’s ability to identify and explain legal inter-
pretations of key terms from UK legislation within case law. Notably, the model
achieves a reasoning accuracy of 98.29% when highly confident, demonstrating
its capability to handle complex legal interpretation tasks effectively.

Table 6 on the right presents the legal expert’s analysis of the 364 <paragraph>s
the system discarded, either due to a failure to associate a <section> with the
<paragraph> or because no key phrases were identified. According to the ex-
pert, 84.6% of these paragraphs do not contain any legal interpretation, while
8.52% include one but not of key phrases in UK legislation. In both cases, the
system correctly discharged them. Only 6.8% of <paragraph>s were mistakenly
discharged—i.e., the system failed to recognize either their legal interpretation
or the specific key phrase being interpreted.

Confidence Key Phrase Reasoning
Accuracy Accuracy

Low 100% 20%
Medium 99% 32%

High 99.60% 98.29%

Reason discharged <paragraph> %

Paragraphs do not have legal interpretation 84.6%
Interpretation is not of UK legislation 8.52%
Have legal interpretation but system failure 6.8%

Table 6. Analysis of Accuracy and Failure Reasons

In addition, when consulted on the legal soundness of our overall research endeav-
our, the expert noted that, while the extracted key phrases were interpreted ac-
curately within their respective <paragraph>, this approach may not capture the
full complexity of legal reasoning. Legal analysis is inherently multifaceted, often
requiring the simultaneous interpretation of multiple legislative <section>s. A
single <paragraph> in a case law document may encompass legal concepts influ-
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enced by several <section>s, as practitioners frequently consider the combined
effect of different provisions to construct arguments or derive conclusions.

This interconnected nature of legal interpretation poses a significant chal-
lenge for the methodology, which we aim to address in future work. The current
version relies on mapping a <paragraph> to a single corresponding <section>.
By restricting key phrases to one <section>, the analysis may overlook nuances
from cross-references and interdependencies in the legal text. The expert em-
phasized that this limitation is a critical factor that could impact the depth and
comprehensiveness of extracted legal interpretations.

The second key observation highlighted by the legal expert was the challenge
posed by very short <paragraph>s. In some cases, these <paragraph>s lacked
sufficient context to enable a complete legal interpretation, necessitating a ref-
erence to preceding <paragraph>s within the case law document. This reliance
on preceding text underscores the contextual nature of legal language, where
meaning often emerges from earlier arguments or explanations. In the current
version of our methodology, a consistent unit of processing was defined, with
<paragraph>s chosen as the standard unit for analysis. While this approach ef-
fectively addresses the majority of <paragraph>s, it does present limitations in
situations where context is fragmented across multiple <paragraph>s. However,
the expert noted that such cases were relatively rare and did not significantly
impact the overall efficacy of the process. For the purposes of this study, this
trade-off was considered acceptable. However, it highlights an area for refine-
ment in future iterations of the methodology, where the LLM should be enabled
to also examine the <paragraph>s that precede the one under analysis.

5 Conclusions

This paper presented a two-phase methodology for linking legislative text ex-
cerpts to their legal interpretations in case law, combining Large Language Mod-
els (LLMs) with structured legal data (LegalDocML). Implemented on UK legis-
lation and case law from The National Archives (TNA), the approach first iden-
tified and filtered <paragraph>s conveying legal interpretations and associated
them with relevant <section>s. In the second phase, it extracted key phrases
occurring in these sections and linked them to their legal interpretations.

The motivation for this work lies in improving the annotation of legal terms in
UK legislation. Current methods rely on rigid regular expressions, which struggle
to capture linguistic variations and contextual nuances. By leveraging LLMs’
paraphrasing capabilities, our approach identifies diverse expressions of legal
concepts and connects them to their case law interpretations more effectively
than regex-based methods. This marks a step toward automated systems that
enhance legal text analysis and understanding.

Beyond improving legal annotation, this methodology has significant implica-
tions for LegalTech. It enables applications that assist lawyers in case preparation
and judges in harmonizing legal interpretations, ultimately making legal analysis
more efficient and contributing to fairer, more consistent legal decision-making.

47



The results demonstrated strong performance, highlighting the synergy be-
tween LLMs and LegalDocML data. While promising, the approach can be fur-
ther improved. Future work will expand coverage to additional legal domains,
refine section mapping, and develop a validation tool for TNA annotators to en-
hance LegalDocML annotations. Over time, the growing dataset could support
training domain-specific LLMs, further improving precision and scalability.
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Abstract. With the rapid development of fast dramas, the issue of infringement 

has become increasingly prevalent. Whether the ‘safe harbor’ principle for plat-

form liability applies in the context of advanced algorithmic technologies has 

become a contentious focal point in both academic and practical circles. First, the 

research analyzes the controversy surrounding this issue in both academic and 

practical circles, and then, in light of the current development of algorithmic tech-

nologies, points out the limitations of the ‘safe harbor’ principle in addressing 

copyright infringement issues in fast dramas. Further, analyze the technical fea-

sibility of platform copyright pre-screening in light of the development of algo-

rithmic technologies, as well as the legal and societal foundations that support it. 

Finally, determine the scope of platform’s pre-screening content for Fast Dramas’ 

copyright, the boundaries of liability for copyright infringement in Fast Dramas, 

and propose corresponding improvements in legal regulations. It aims to promote 

a balance of rights between platforms and creators, achieve regularized regulation 

of the Fast Drama industry, and advance the development of intellectual property 

protection. 

Keywords: Fast drama, Copyright, Platform Liability, Algorithmic Content 

Moderation 
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1 Introduction 

With the rapid development of the short video and Fast Drama markets, Fast Dramas 

have become an important medium for attracting users and traffic. According to the 

‘China Fast Drama Industry Development White Paper (2024)’, as of June 2024, the 

user base of Fast Dramas in China has reached 576 million, accounting for 52.4% of 

the total internet users [1]. The “2023-2024 China Fast Drama Market Research Re-

port” indicates that in 2023, the market size of Fast Dramas in China exceeded 37.39 

billion yuan, representing a 267.65% growth compared to 2022. It is expected that by 

2027, the market size of Fast Dramas will exceed 100 billion yuan [2]. Fast Dramas, 

with their concise and impactful format and convenient dissemination characteristics, 

have rapidly occupied the traffic gateways of platforms, becoming an important source 

of revenue for content creators and platforms. However, with the rise of Fast Dramas, 

issues of copyright infringement have also followed closely behind. The “2024 Fast 

Drama Anti-Infringement and Anti-Piracy Action Plan” shows that in 2024, the 

WeChat platform handled 163 instances of Fast Drama copyright infringement across 

82 mini-programs, while Douyin has processed over 78 million infringing pieces of 

content since the beginning of 2024. Pirate groups steal legitimate Fast Drama works 

through illegal means, edit video clips, and sell them on social media platforms, creat-

ing a complete illicit industry chain that severely impacts the healthy development of 

the Fast Drama industry. The 2023 “Short Drama Copyright Protection Report” reveals 

that among the 331 short dramas monitored, each work faced an average of 12,224 

infringement links, totaling up to 405,300 links. The economic losses suffered by cop-

yright holders are significant, highlighting the urgent need to address copyright protec-

tion issues within the industry [3]. 

In the current copyright infringement review framework, short video platforms typ-

ically rely on the “Red Flag Rule” to define responsibility. However, there is still am-

biguity regarding when the “red flag” should be raised [4]. Especially in today’s era of 

advanced algorithmic technology, platforms possess unprecedented content recommen-

dation capabilities, allowing them to accurately identify user preferences and push rel-

evant content. This raises the possibility that platforms, after becoming aware of in-

fringing content, may intentionally allow algorithmic recommendations to spread in-

fringing videos for profit, only to later deny knowledge of the infringement and invoke 

the “Safe Harbor Rule” to evade responsibility [5]. In the current technological envi-

ronment, platforms are fully capable of proactively identifying and filtering potential 
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infringing content through their algorithmic systems, rather than solely relying on user 

reports or notifications from copyright holders. The technological tools and data anal-

ysis capabilities of platforms are no longer limited to being a neutral information pro-

vider; they have become active content distributors and, as such, should bear corre-

sponding responsibility for the legality of the content [6]. 

2 The Controversy Over Platforms’ Pre-Screening Obligations 

In 2018, iQIYI Inc. filed a lawsuit against ByteDance Ltd., alleging that the latter's 

subsidiary, Toutiao, had broadcast user-uploaded short videos of Story of Yanxi Palace, 

infringing iQIYI’s right of information network dissemination. After four years of liti-

gation, in December 2021, the first-instance court found ByteDance to have assisted in 

the infringement and ordered it to pay iQIYI 2 million RMB. This case has been dubbed 

the first “algorithm recommendation infringement case.” Although the case was ulti-

mately settled on appeal, the key dispute remains unresolved: whether short video plat-

forms, by using algorithmic recommendation technologies, should bear a higher duty 

of care in relation to user infringement behaviors [7]. 

Some scholars argue that platforms should not be burdened with excessive obliga-

tions, as increasing their duty of care could lead to an overexpansion of platform cen-

sorship powers and a failure of judicial order [7]. Adopting the view that “the greater 

the benefit, the greater the risk, the stronger the responsibility” to determine a plat-

form’s liability for algorithm usage is overly simplistic. This is because algorithmic 

recommendation technologies do not directly involve specific content but merely pro-

vide users with content links that meet their needs, rather than the content itself being 

aimed at the general public [8]. In the case of Tencent Video v. Douyin over the copy-

right infringement of North-South Still Believes in Love, the court held that the plat-

form had no statutory obligation for “pre-screening and filtering.” Even if infringing 

content appeared on the platform, it did not automatically imply platform liability [9]. 

However, there are opinions consistent with the first-instance court’s stance in the 

first algorithm recommendation case. These argue that as an online intermediary ser-

vice provider, the platform should bear an examination obligation, which aligns with 

the basic requirements of the objective value order theory. Furthermore, establishing 

such an obligation would raise intellectual property liability to a level commensurate 

with economic and social development [10]. As algorithmic recommendation technol-

ogy has become more widespread, platforms are no longer passive information 

51



providers but rather active content “distributors” who shape content dissemination. 

Therefore, imposing stricter standards of care on platforms is feasible [11]. In the case 

of Guangzhou Lizhi Network Technology Co., Ltd. v. Jiecheng Huashi Wangju (Bei-

jing) Cultural Media Co., Ltd., the court held that the platform’s algorithmic recom-

mendation services substantially enhanced the efficiency and scope of infringement 

dissemination. Thus, the platform should bear a higher duty of care for user infringing 

behaviors [12]. 

Currently, there remains considerable debate in both academic and practical circles 

regarding whether platforms should be held responsible for copyright review obliga-

tions arising from algorithmic recommendations. Scholars and courts have varying in-

terpretations and stances on this issue. 

3 Justification for Platform’s Pre-emptive Review Obligation in 

Fast Dramas Copyright Protection 

With the development of algorithmic technology, the ‘safe harbor’ rule has become 

increasingly limited in the protection of Fast Dramas’ copyrights. The platform’s re-

sponsibility in Fast Drama copyright infringement cases is becoming more prominent, 

especially in the pre-emptive copyright review process. In the protection of Fast Drama 

copyrights, pre-emptive review by platforms is already technically feasible and has a 

certain legal and social foundation. 

3.1 Limitations of the “Safe Harbor” Rule in Fast Dramas Copyright 

Protection 

In the information network, online service providers fulfill their obligations under the 

‘Notice-and-Takedown’ rule as stipulated in the Civil Code and related laws, and Fast 

Drama infringement also follows this rule. However, the passivity of this rule makes it 

difficult for short video platforms to cope with the surge in short video infringement 

cases [13]. Under this rule, platforms bear a passive duty of care. Especially with the 

rapid development of various short videos and the surge in Fast Drama uploads, if plat-

forms continue to handle matters according to the “Notice-and-Takedown” rule, allow-

ing users to upload Fast Drama content to their servers for others to stream, this creates 

a mismatch between the platform’s earnings and its responsibilities. This leads to an 

imbalance of rights and obligations. On the other hand, in the context of an 
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overwhelming number of infringement notices (where platforms receive a large volume 

of mixed, false, and fraudulent notices and are overwhelmed in dealing with them), it 

also greatly reduces the platform’s processing efficiency [14]. Copyright holders face 

the challenge of sending infringement notices across numerous platforms and websites 

with vast amounts of video content, which is time-consuming and labor-intensive [15], 

making it difficult to protect their legal rights. Especially for works with strong time 

sensitivity, the copyright holder’s losses are difficult to recover [16]. The “Notice-and-

Takedown” rule cannot effectively prevent infringement, including those related to Fast 

Dramas. The “Notice-and-Takedown” rule is essentially designed to protect platforms 

from directly bearing infringement liability due to user actions, and therefore does not 

require platforms to proactively review the copyright issues of uploaded content. As a 

result, no matter how much the rule is modified or improved, it cannot effectively curb 

the surge in Fast Drama copyright infringement disputes. 

3.2 Technical Feasibility of Pre-Upload Copyright Review for Fast Dramas 

As early as 2007, YouTube invested in the development of Content ID to address con-

tent copyright issues. The system has undergone multiple improvements, significantly 

enhancing its content monitoring capabilities. For example, it can use hash algorithms 

to tag potentially infringing videos and prevent these videos from being uploaded again. 

In the fourth quarter of 2017, YouTube removed over 10 million illegal videos, with 

6.7 million of them being automatically flagged by monitoring software. Approxi-

mately 75% of the infringing videos were taken down before users could view them. 

Although this technology still has some instances of false positives and missed detec-

tions, its effectiveness in copyright protection cannot be overlooked. 

Similarly, Facebook and TikTok also place great emphasis on handling copyright 

disputes, focusing on content moderation, and gradually leveraging artificial intelli-

gence to strengthen content review. In 2018, Facebook hired over 20,000 people to 

assist with content moderation. Although this number may seem large, it is reasonable 

given the platform’s vast user base and the massive amount of content. In 2021, TikTok 

successfully blocked over 200 million violating videos through its AI review system. 

Compared to the initial method that relied entirely on manual review, the workload for 

human moderators was reduced by nearly 70%. According to a report by Sina Technol-

ogy, as of 2021, the accuracy rate of AI content moderation generally hovers around 

90%. Tencent Cloud’s intelligent content moderation has an accuracy rate of 98.5%, 
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while Baidu’s intelligent content moderation improved its accuracy rate by 20% be-

tween 2020 and 2021, leveraging big data and machine learning technologies. 

Although content recognition technology still experiences some false positives and 

missed detections, significant breakthroughs have been made in technological develop-

ment compared to a few years ago. Advances in deep learning and big data technologies 

have greatly improved the efficiency and accuracy of content moderation. 

In 2021, the performance of training models such as BERT had already surpassed 

human benchmarks. This technological advancement enabled AI models to more accu-

rately identify and filter sensitive information, reducing the burden on human modera-

tors. In the field of computer vision, breakthroughs in algorithms such as convolutional 

neural networks (CNNs) have also enhanced the ability to recognize images and video 

content more effectively. The number of companies in China’s AI content moderation 

industry has been increasing year by year, including Tencent, Alibaba, and Baidu 

Cloud. Each of these companies has also introduced AI moderation solutions, such as 

Alibaba’s Cloud Shield and Tencent’s Tianyu Risk Control Platform. The continuous 

advancement of these technologies demonstrates the enormous potential of AI in large-

scale content moderation and proves that platforms are fully capable of implementing 

preemptive copyright review for Fast Dramas. 

Moreover, Fast Dramas are just one type among the many categories of short videos, 

but they have distinct characteristics compared to other short videos. Platforms can uti-

lize technologies such as hash algorithms, deep learning models, and computer vision 

to tag and analyze content. Combined with a pre-release filing system, it is technically 

feasible to implement preemptive copyright review for Fast Dramas. 

3.3 The Legal Basis for the Preemptive Copyright Review of Fast drama 

The pre-authorization copyright review of fast dramas has a solid legal foundation. 

First, the Copyright Law of the People’s Republic of China was amended in 2001 to 

establish the right of information network communication, which clearly stipulates that 

no entity shall infringe upon others’ information network communication rights, and 

violators will bear corresponding legal liabilities. Subsequently, the Regulations on the 

Protection of the Right of Information Network Communication (2006) further defined 

the behavior of distributing infringing content through information networks without 

authorization, specifying the legal responsibilities of internet platforms in preventing 

infringement. 
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At the platform level, the Regulations on the Administration of Internet Audio-Vis-

ual Program Services stipulate that short video platforms must conduct pre-authoriza-

tion content review to ensure that the published works comply with relevant laws and 

regulations, particularly concerning political, moral, and other issues. The Network 

Short Video Platform Management Norms issued in 2019 further refined the content 

review responsibilities of platforms, emphasizing the need for a “pre-review-before-

broadcast” system, and the establishment of a qualified review team to ensure the pro-

fessionalism of the review process. 

In addition, national policies on the copyright responsibilities of short video plat-

forms have been increasingly reinforced in recent years. The New Generation Artificial 

Intelligence Development Plan (2017) explicitly calls for the application of AI technol-

ogy to enhance the efficiency and accuracy of internet content review. In 2022, the State 

Administration of Radio and Television issued a notice further emphasizing the plat-

form’s review obligations and requiring enhanced content supervision of individual 

creators and unregistered entities. 

Internationally, the copyright review responsibilities of platforms have also gradu-

ally increased. The Digital Millennium Copyright Act (DMCA) in the United States 

originally provided platforms with a “safe harbor” provision for liability exemption [8]. 

However, with the diversification of platform functions, increasing judicial practices 

require platforms to take on greater responsibility for user-uploaded content. In 2019, 

the European Union adopted the Digital Single Market Copyright Directive, which ex-

plicitly requires online platforms to take effective measures to prevent the distribution 

of unauthorized content and to swiftly remove or block infringing content upon receiv-

ing a notice, thus shifting to a stricter “prevention-governance” model [17]. South Ko-

rea has also enacted the Telecommunications Business Act and the Internet Content 

Filtering Ordinance to enhance the supervision and management of internet content. 

In conclusion, both domestically and internationally, platforms’ pre-authorization 

review responsibilities have become an inevitable trend in copyright protection. From 

the perspective of intellectual property protection, platforms are gradually shifting from 

traditional neutral content providers to information governors, now bearing more strin-

gent copyright compliance responsibilities. With the advancement of technology, par-

ticularly AI content review systems, platforms will be more efficient in fulfilling their 

review obligations, but they must also balance copyright protection with freedom of 

expression and innovation development, ensuring a harmonious alignment between le-

gal responsibilities and market needs. 
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3.4 The Social Basis for the Preemptive Copyright Review of Fast drama 

The establishment of copyright review obligations for short video platforms is not only 

a reflection of the legislator’s subjective intentions but also a justification based on the 

realities of social relationships. As a new legal obligation, its rationality and necessity 

need to be deeply rooted in external social facts and the foundational social relation-

ships. This external foundation is mainly reflected in the following two aspects. 

3.4.1 The Rapid Growth of the Short Video Industry and the Escalation of Copy-

right Issues.  

The fast drama industry has grown rapidly since 2021, with its market size increasing 

from 3.68 billion yuan to 37.39 billion yuan by 2023 [18], showing explosive growth 

in just two years. Numerous platforms have followed this trend by launching dedicated 

short drama modules. For example, Dianzhong Technology operates the “Hippo Thea-

ter” and “Fanhua Theater,” while platforms like Douyin, Kuaishou, Taobao, and Pindu-

oduo have added short drama sections [19]. Dedicated short drama platforms like “To-

mato Short Drama,” “Bai Chuan Chinese,” and “Malt Short Drama” have also emerged. 

Through fast dramas, platforms not only attract a large number of users but also 

achieve revenue growth through diversified profit models such as paid content, mem-

bership services, and advertising placement [20]. For instance, Kuaishou’s total reve-

nue in the third quarter of 2023 was 27.948 billion yuan, representing a 20.84% year-

on-year increase, with paid short drama revenue growing by more than 300%. Tencent 

has also used fast dramas to boost its online advertising business. However, the indus-

try’s growth has been accompanied by increasingly severe copyright issues, including 

clipping, re-uploading, rewriting, and IP infringement, all of which disrupt the copy-

right market order. 

3.4.2 Imbalance in the Allocation of Copyright-Related Rights and Obligations.  

Under the existing legal framework, copyright holders can only demand legal liability 

from infringers if they can detect the infringement and provide sufficient evidence. The 

existing legal framework clearly shifts the burden of review onto copyright holders. 

However, in the era of information explosion, with vast amounts of content across mul-

tiple platforms, it is extremely difficult for rights holders to detect in-fringement in a 

timely and effective manner. The limitations of the current legal system reveal that 
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relying solely on rights holders to detect infringement and pursue accountability is no 

longer suitable for the speed and scale of modern information dissemination. 

Internet-related activities conducted by platforms should fall under legal regulation. 

Like other societal activities, they need to balance the rights and obligations of different 

parties. Although the existing legal framework does not explicitly require platforms to 

conduct prior copyright reviews, this does not mean that this relationship of rights and 

obligations should not be legally regulated and adjusted. Any social fact, whether long-

standing or newly emerging due to societal developments, that can objectively influ-

ence people’s rights and obligations should be subject to legal regulation. The current 

competitive structure of platforms weakens the role of market regulation, and the neg-

ative externalities of the platform economy make it clear that fast drama infringement 

issues cannot be solved purely through market forces. Without legal intervention, the 

imbalance in the rights and obligations between platforms and copyright holders will 

continue to worsen, destabilizing the internet society and hindering the long-term de-

velopment of intellectual property protection and cyberspace. 

4 The Scope of Preemptive Copyright Review for Fast drama 

and the Limits of Platform Liability 

To achieve prior review of fast drama copyrights by platforms, it is essential to define 

the scope of content to be reviewed and clarify the boundaries of responsibility in in-

fringement cases. At the same time, to ensure more effective copyright protection, the 

existing legal regulations should be improved, and efforts should be made to establish 

a comprehensive copyright protection mechanism. 

4.1 The Scope of Preemptive Copyright Review for Fast drama 

In the pre-examination of fast drama copyright, platforms should comprehensively 

apply advanced technologies such as artificial intelligence, blockchain, hash finger-

printing, and content recognition to implement end-to-end, intelligent, and precise cop-

yright compliance management. This includes originality and authorization review, le-

gal content source verification, copyright marking and management, and monitoring 

user uploads and editing activities. In the originality and authorization review process, 

platforms can use hash fingerprint comparison and deep learning technology to estab-

lish an efficient content similarity detection system. By combining knowledge graphs 
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and semantic analysis, platforms can accurately identify the similarity between up-

loaded content and existing works in the database in terms of text, visuals, and editing 

styles, thus determining whether the content constitutes plagiarism or unauthorized ad-

aptation. For adapted works, platforms can integrate smart contracts and blockchain-

based proof mechanisms. When users upload works, the platform can automatically 

verify their authorization status, ensuring the existence of legitimate usage or adapta-

tion rights, and preventing the risks of forged or duplicate authorizations. Regarding 

the legality of content sources, platforms can utilize computer vision, audio and video 

fingerprinting, and digital watermarking technologies to automatically analyze multi-

modal data in fast dramas, identifying whether they contain unauthorized third-party 

materials (such as music, images, or video clips). In combination with dynamic rights 

management systems, platforms can set up automatic authorization matching and alert 

functions for materials, ensuring that content compliance is checked when uploaded 

and offering embedded automatic authorization or copyright trading interfaces to en-

hance compliance efficiency. Additionally, platforms should establish smart contract-

driven copyright registration and tracking systems to ensure clear and traceable copy-

right information for each fast drama (such as rights holders, authorization methods, 

usage scope, etc.). By drawing on global mainstream content management systems like 

Content ID, platforms can generate hash codes (SHA-256) and distributed proofs (IPFS 

+ blockchain) for verified works, enabling comprehensive tracking and comparison of

copyright status across the network, preventing unauthorized re-uploads, secondary dis-

tribution, and hidden infringement activities. To monitor user uploads and editing be-

haviors, platforms can develop deep learning and big data-driven infringement risk pre-

diction models, analyzing user editing techniques, material splicing patterns, and audio-

video processing features to automatically detect potential infringement behaviors. 

When the risk level is high, automatic blocking, manual re-examination, and smart ap-

peal mechanisms can be triggered to ensure timely identification and processing of in-

fringements. For repeat infringers, platforms can establish cross-platform user credit 

scoring systems, improving infringement traceability through behavioral trajectory 

analysis and blacklist sharing mechanisms, thereby reducing the likelihood of evading 

scrutiny. The intelligent governance framework for copyright review in fast dramas, 

combining technological innovation with legal safeguards, not only improves the effi-

ciency and accuracy of copyright audits but also effectively prevents infringement, 

driving the healthy development of the fast drama industry within a framework of tech-

nology-driven progress and legal protection. 
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4.2 Boundaries of Platform Liability in Fast drama Copyright Infringement 

In fast drama copyright infringement cases, the key to determining platform liability 

lies in whether it has fulfilled its reasonable review obligations and effectively identi-

fied and prevented infringement based on its technical capabilities and content dissem-

ination characteristics. Platforms face two types of responsibility in content review: 

first, failure to fulfill the prior copyright review obligation, and second, despite ful-

filling the review obligation, failure to effectively identify infringing content, resulting 

in the spread of the infringement. 

Firstly, in cases where the platform fails to fulfill its prior review obligation, if the 

platform does not employ sufficient technical means or measures to conduct pre-upload 

copyright review, leading to the uploading and widespread dissemination of infringing 

content, the platform should bear copyright liability in accordance with the law. Sec-

ondly, even if the platform has conducted a prior review, if it fails to identify potential 

infringement in a timely manner—especially when content reaches a “should-know” 

threshold and spreads rapidly among users—the platform should initiate a secondary 

review mechanism to prevent further infringement. For example, when the interaction 

of a fast drama reaches a set threshold on the platform (such as shares, views, etc.), the 

platform should treat this content as high-risk and immediately carry out a more in-

depth review. 

In the realm of fast dramas, where content updates frequently and audience interac-

tion is high, the platform’s responsibility boundaries are particularly ambiguous, espe-

cially when facing infringement behavior that bypasses review through technical means 

(such as web scraping, splicing, modification, etc.). This type of infringement typically 

arises from limitations in the platform’s technical capabilities. The determination of 

platform responsibility should not only consider the technical protective measures al-

ready taken but also the platform’s recommendation algorithm’s operating principles 

and content dissemination features. For example, the platform’s recommendation algo-

rithm often pushes content to prominent positions, such as trending topics or homep-

ages. In these cases, the platform should assess whether the content has already spread 

widely based on the level of interaction, thus triggering a secondary review mechanism. 

In response to the platform’s technological limitations, legislation could establish a 

“reasonable review obligation” standard, requiring platforms, based on their size, tech-

nical capacity, and economic capability, to implement basic copyright protection 

measures, such as hash fingerprinting and content recognition technologies. The 
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standard should also raise the infringement compensation liability in cases where the 

platform fails to fulfill this reasonable review obligation. This “reasonable review ob-

ligation” standard aims to balance the platform’s technical capabilities with its respon-

sibility scope, preventing negligence due to cost and business pressures. 

At the same time, the government can introduce incentive policies, such as tax re-

ductions and financial subsidies, to encourage platforms to invest in copyright protec-

tion technology. Platforms could also collaborate with copyright holders by jointly es-

tablishing copyright libraries or outsourcing copyright management to reduce the pres-

sure of technical investment and ensure proper management and legal use of fast drama 

copyrights. 

Ultimately, as consumers’ and creators’ awareness of copyright increases, platforms 

will face growing external pressure to consciously fulfill their review responsibilities. 

This external pressure comes not only from the strengthening of legal regulations but 

also from the market competition that influences platform brand image and user trust. 

By fulfilling their review responsibilities, platforms encourage creators to pay more 

attention to protecting intellectual property rights, while consumers’ heightened copy-

right awareness fosters the healthy development of the fast drama industry. This posi-

tive cycle will attract more creators to choose the platform, enabling the platform to 

acquire more content, attract more consumers, and foster a virtuous cycle of creation, 

release, and consumption. This will ultimately bring increased profits to the platform 

and promote a multi-party win-win scenario for the industry, platforms, creators, and 

consumers. 

Therefore, in the current technological environment, platforms should establish rea-

sonable review standards, fulfill their prior review obligations, and initiate secondary 

review mechanisms when clear infringing behaviors are detected. If the platform fails 

to fulfill these responsibilities, it should bear the corresponding infringement liability 

to promote industry compliance and development. 

4.3 Legal Regulation for Improving Copyright Protection Mechanisms for 

Fast drama 

In light of the historical context behind the “safe harbor” principle, this principle, in the 

current era of highly developed algorithmic technologies, is evidently unable to com-

prehensively and effectively protect the rights of copyright holders [21]. With the rapid 

development of algorithmic technologies, platforms now possess stronger technical 
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capabilities, and their technological means and data analysis abilities are no longer lim-

ited to being a “neutral platform” for information. Therefore, they should assume the 

obligation and responsibility of prior copyright review for short video dramas. To ad-

dress this, the relevant legal provisions can be improved in the following ways: 

First, clarifying platforms' copyright review obligations. With the advancement of 

algorithmic recommendation technologies, platforms are shaping the dissemination and 

consumption of content through data analysis, user behavior prediction, and recommen-

dation mechanisms. As a result, they are no longer merely information intermediaries, 

but are active guides to content consumption. To effectively protect creators’ rights, 

platforms must bear the responsibility of prior content review. This responsibility 

should not be limited to superficial checks of uploaded content, but should also include 

in-depth review and prevention of copyright violations. The law should explicitly re-

quire platforms to establish specialized copyright review departments, which are re-

sponsible for reviewing user-uploaded fast drama content and its associated materials. 

Platforms should implement clear legal requirements and industry standards in their 

copyright review processes, ensuring that they comply with copyright regulations be-

fore content is distributed, and strictly adhere to data protection and privacy laws. 

Second, defining the platform’s “should know” standard and establishing a second-

ary review mechanism. The platform’s “should know” standard is no longer a simple 

judgment issue, especially when it comes to infringing fast dramas that may evade de-

tection by review systems. When the content reaches a certain level of dissemination 

or interaction (such as views or shares), platforms must assess whether they have 

reached the “should know” standard and activate a secondary review mechanism. To 

facilitate this, platforms should regularly publish the criteria for triggering the second-

ary review mechanism and report these to industry regulators, thus enhancing public 

oversight and preventing platforms from using technological means to evade responsi-

bility. 

Third, strengthening platform responsibility, especially regarding the dissemination 

of infringing content. Due to platforms’ technological capabilities and content recom-

mendation mechanisms, they play a decisive role in the spread of infringing content. 

Platforms accelerate the dissemination of infringing content through recommendations, 

trending topics, and push notifications, and their highly personalized recommendation 

systems can even exacerbate infringing activities. The law should clearly specify that 

platforms cannot rely solely on user reports or post hoc reviews. Instead, they must 

proactively identify and prevent the spread of infringing content. Platforms should bear 
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strict review and management responsibilities in every stage of content dissemination, 

including but not limited to recommendations, push notifications, trending topics, and 

content display in video feeds. If platforms fail to fulfill their review obligations or use 

technical means to circumvent review responsibilities, they should be held legally ac-

countable. 

Fourth, defining the timeframe for activating the secondary review mechanism. To 

ensure platforms promptly fulfill their review obligations, the law should specify the 

timeframe for activating the secondary review mechanism. For instance, within 24 

hours after content reaches the specified level of dissemination or interaction, platforms 

should trigger the secondary review mechanism. If they fail to do so, they should bear 

corresponding legal responsibility. The legal consequences for failing to fulfill review 

obligations should include enhanced compensation, administrative fines, business re-

strictions, and other penalties. 

5 Conclusion 

Every fast drama, from creation and filming to market release, embodies the dedication 

and effort of its creators. Protecting the copyright of fast drama creators is not only 

about safeguarding their economic interests but also about encouraging innovation, pro-

moting the prosperity of the cultural industry, and maintaining a well-regulated market 

order. Since 2007, YouTube has invested in developing the Content ID copyright sys-

tem, with total investments exceeding $100 million. However, compared to its annual 

revenue of over $10 billion and the greater growth and revenue potential gained from 

protecting creators’ copyright interests, this investment is undoubtedly necessary and 

worthwhile. This investment not only helps YouTube resolve long-standing copyright 

disputes but also fosters continuous content creation and supports the platform’s 

healthy development. In today’s era of rapidly advancing algorithmic technology, 

whether a platform can use AI algorithms for the pre-screening of fast drama copyrights 

is no longer a matter of technical limitation but rather a matter of technical choice. 

Under the “safe harbor” principle, the passive role of platforms is detrimental to resolv-

ing the increasingly complex and massive copyright disputes. Protecting intellectual 

property and the rights of copyright holders is also one of the core objectives of intel-

lectual property law. Therefore, it is necessary to strengthen platform responsibility and 

establish platforms’ pre-screening obligations for short drama copyrights, in order to 
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better protect creators’ rights and promote the long-term development of intellectual 

property protection. 
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Abstract. Data science and artificial intelligence (DSAI) based meth-
ods can process massive amounts of data to extract useful knowledge and
can be employed to build decision support systems in various domains.
Like other domains, the legal systems in several countries are being dig-
itized and there is a scope to build DSAI-based frameworks to improve
the performance of legal systems. In the literature, research efforts are
being made to investigate DSAI-based methods to improve justice deliv-
ery. The Indian legal system is currently experiencing a major problem
with a substantial backlog of cases. This paper provides an overview of
DSAI-based efforts in the legal domain related to India. We also listed
potential research issues to be explored. We hope the issues will encour-
age further research to improve justice delivery performance in India and
other countries.

Keywords: AI and Law · Legal Data Analytics · IT for Law

1 Introduction

In today’s world, a vast amount of data is generated due to the digitization
of various systems. Over the last three decades, data science and artificial in-
telligence (DSAI) based concepts such as database systems, data warehouse,
data cube, pattern mining, clustering, classification, regression, and machine
learning/artificial intelligence [12] have been developed to organize and process
different types of data for building decision support systems (DSSs) and search
systems in various domains. Like other domains, legal systems in several coun-
tries are being digitized. Efforts are being made to improve the performance of
legal systems by employing the latest advancements in DSAI.

Globally, around 5.1 billion individuals have been estimated to face unre-
solved issues related to justice [24]. In particular, the Indian judicial system is
under tremendous pressure due to the huge number of pending cases. As of Jan-
uary 2024, more than 50 million civil and criminal cases were awaiting resolution
in India [2,45].

Judges, lawyers, students/interns, investigators, and the common public are
the key stakeholders and users of the legal system. Globally, efforts are being
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made to extend developments in DSAI to improve justice delivery. The size
and complex domain-specific formats are significant issues in developing DSAI
methods to build DSSs to improve the performance of stakeholders. Like other
domains, the judiciary system in India has transformed from manual to digiti-
zation. As a result, judiciary related data is being generated at various levels in
digital formats. In India, research efforts are also being made to extend DSAI
approaches to improve justice delivery. Several DSAI-based tools are being de-
veloped in the public and private domain [10].

In this paper, we first provide an overview of the Indian judicial system and
explain the processing of a legal case. We will review the DSAI-based efforts in
the legal domain related to India. We also discuss the DSAI-based efforts abroad
briefly. Finally, we list the potential research issues to be explored.

Even though this paper is written by considering the Indian legal system, we
hope that the contents of this paper will help the DSAI researchers, who do not
have a legal background, understand the terminologies of a typical legal system
with the corresponding stakeholders and the processing of a legal case. It will also
help the researchers of DSAI to visualize the frameworks of stakeholders-specific
DSAI-based DSS. We also hope that the research problems will encourage DSAI
researchers to collaborate with legal practitioners to conduct further research to
improve the performance of justice delivery in India and other countries.

The organization of the paper is as follows. In the next section, we will explain
the Indian justice delivery system. In Section 3, we explain the steps involved
in processing the case. In Section 4, we review the related research in India and
abroad. In Section 5, we list the potential research problems. The last section
provides a summary and conclusion.

2 Overview of the Indian Justice Delivery System

In this section, we first briefly explain the court system in India. Next, we explain
the types of cases and stakeholders/users.

2.1 Details of Court System

The Indian judiciary system is a hierarchical structure that operates according
to the constitution of India and the rule of law at various levels of courts. Fig.
1(a) shows the hierarchical relationship among the courts. India is geographi-
cally divided into states, with each state further subdivided into districts. The
Supreme Court is the highest court, also called the apex court. Each state con-
tains a High Court, and each district contains civil and criminal courts (sessions)
where trials are held. The important legal terms used in this paper are described
in Table 1. We now briefly explain the different types of courts in India.

– Lower Court: Lower courts such as judicial magistrate and junior civil
judge courts serve as the first point of legal redress, handling civil cases like
property disputes and family matters, as well as criminal offenses under the
Bharatiya Nyaya Sanhita (BNS).
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Fig. 1. The Structure and Case Flow in the Indian Judicial System

– District Court: The District and Sessions Courts handle various types of
cases. Civil matters are addressed by District Courts, Sub-Courts, Principal
Junior Civil Courts, and Munsif Courts. Criminal cases fall under Session
Courts, led by the Sessions Judge under whom the Chief Judicial Magistrate,
and first and second Class Judicial magistrates would be functioning. Special
courts and tribunals, such as Family, Consumer, Labor, Tax Tribunals, and
Administrative Tribunals, etc., focus on specific domains.

– High Court: A High Court is a judicial body that typically exercises ju-
risdiction over a state or a union territory. The appeals from district courts
are handled by the High Court.

– Supreme Court: The Supreme Court is the apex court in India and typi-
cally hears appeals from the High courts across India.

2.2 Types of Cases

There are broadly two types of cases, as described below:

– Civil Case: A civil legal case is a legal dispute between two or more parties
regarding a civil wrong. The disputes include issues relating to contracts,
properties, family law, employment, consumer protection, etc.

– Criminal Case: A criminal case is a case that involves a person accused of
committing a crime where one party to the crime is the State, and the ulti-
mate goal is to punish the criminal or accused. The crimes include murder,
rape, robbery, accidents, kidnapping, arson, other anti-social activities, etc.

Fig. 1(b) depicts the flow of a legal case. A plaintiff has to approach the lower
court or district court in case of a dispute. The trial of the case happens at the
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Table 1. Description of key legal terms

Term Description

Affidavit A statement written as an oath of truthfulness.
Appeal A request for a court to review and overturn a decision made by a court

or administrative body.
Arrest A document issued by judicial authority to arrest someone over an offence.
Bail Temporary release of an accused person with special conditions.
BNS "Bharatiya Nyaya Sanhita" is the official criminal code in India, comprises

of various chapters and sections related to Indian Law.
Charge-
sheet

A document detailing the charges against a person accused of committing
an offense by the Investigating officer.

Civil case A legal case involving disputes between individuals or organizations over
civil wrongs.

Criminal
case

A legal case involving charges against a person accused of committing a
criminal offense.

FIR First Information Report (FIR) is a document created by police to record
the details of a crime.

Hearing A hearing is a formal proceeding in a court or other decision-making body
where evidence and arguments are presented to decide a case. Hearings can
be civil or criminal, and can take place before a judge, magistrate, or other
decision-maker.

Lawsuit A lawsuit is a civil legal action by one person or entity (the plaintiff) against
another person or entity (the defendant), to be decided in a court.

Legal case It is a dispute between two parties that is brought before a court to be
resolved through a legal process

Order A written directive issued by a court.
Summons A legal document issued by a court requiring a person to appear in court.
Trial A trial is a legal process where parties present evidence in a court to resolve

a dispute. The trial is conducted by a judge or jury, who weigh the evidence
and the law to reach a decision.

lower court or district court. Appeals from lower courts at the district level are
dealt with by the higher courts at the district level. High courts only deal with
appeals from the district courts. The Supreme Court only deals with appeals
from the high courts.

2.3 Key Stakeholders

This section explains the stakeholders or users of a legal decision support system.

– Lawyer: We first explain the plaintiff and defendant and then explain about
the lawyer. In a civil case, a plaintiff is a person or entity that files a lawsuit
against another person or entity, the defendant. In a criminal case, the state
or people prosecute the defendant for a crime against society. A defendant
is a person or entity against whom a criminal or civil action is brought.
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Lawyers represent their clients (plaintiff or defendant) in court and other
legal forums and work to protect their rights and interests. Lawyers often
help their clients resolve disputes through negotiation and settlement rather
than going to court. A prosecutor is a lawyer appointed by the court to fight
for the victim in a criminal case on behalf of the State (since the State is
mandatorily one party to a criminal case).

– Judge: A judge is a person who presides over court proceedings, either
alone or as a part of a panel of judges. India follows the adversarial system
of justice delivery system where the judge hears all the witnesses and any
other evidence presented by the lawyers of the case, assesses the credibility
and arguments of the parties, and then issues a ruling in the case based on
their interpretation of the law and their judgment. A judge is expected to
conduct the trial impartially in an open Court.

– Police (Investigating Officer): Police are primarily responsible for con-
ducting investigations apart from other special investigating agencies such
as the Narcotic Bureau, Food Inspectors, the Enforcement Directorate, etc.
They gather evidence, examine witnesses, arrest suspects, and collect neces-
sary evidence to assist the court in conducting trials.

– Forensic experts: Forensic experts analyze evidence associated with a case
using scientific methods to aid investigations and court cases.

– Law students and interns: LLB (Bachelor of Legislative Law) students
are often called law students or aspiring lawyers. The LLB is the first pro-
fessional degree in law. Upon completion of LLB, graduates can pursue a
legal career as lawyers, judges, legal advisors, and other legal professionals.
A law intern is a law student or recent law graduate who participates in an
internship program to gain practical experience. The skills they gain include
researching, drafting documents, collecting evidence, and preparing for cases.

– Law researchers: Law researchers analyze legal documents, case laws, and
other legal matters to help answer legal questions. They work in law firms,
government agencies, non-profit organizations, and corporate legal depart-
ments. It is an essential skill for working on any case. It helps lawyers provide
well-informed advice to clients and ensure sound decision-making.

– Common Public: The common public typically expects a law system to
be accessible, fair, impartial, efficient, transparent, and timely in resolving
disputes, meaning everyone should be able to access justice, receive without
bias, have cases resolved promptly, and understand the reasoning behind
legal decisions, all while being free from corruption or undue influence.

3 Processing of the Legal Case

In this section, we explain the typical flow of the case and then explain the
important steps in the proceedings of the civil and criminal cases. Next, we
present the details of dispatch latency in a civil and criminal case.

Fig. 2 illustrates how the arguments take place between the defendant and
the appellant with the help of lawyers defending their statements in the court
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Fig. 2. Detailed steps of a legal case

with multiple arguments before final judgment in the presence of judge [1]. It
starts with the plaintiff filing the lawsuit. The exchange of notices and replies
occurs between the plaintiff and the defendant (Steps 1 to 7). Next, the court
examines the evidence (Steps 8 to 11). Subsequently, the arguments in the court
take place (Step 12), and the judgment is delivered (Step 13). If any party
(plaintiff or defendant) appeals, the arguments happen at the higher court (Step
14). Otherwise, the court order/decree enforcement occurs (Step 15).

Fig. 3 depicts the case flow by identifying important phases. Both civil and
criminal case proceedings are divided into two phases: the pre-trial phase and
the trial phase. The pre-trial phase of a civil case (Fig. 3(a)) starts with the
plaintiff’s complaint to the court through a lawyer. Next, the court sends the
notice to the defendant. Subsequently, the defendant, through a lawyer, responds
to the notice. The pre-trial phase (Fig. 3(b)) of a criminal case starts with the
complaint to the police by the plaintiff (or victim). Next, the police file an FIR
and submit it to the court. The subsequent action takes place based on the
court’s direction.

For both civil and criminal cases, the trial phase (Fig. 3(c)) consists of
several hearings. In each hearing, both lawyers (plaintiff, defendant, witnesses)
participate in the arguments before the judge, and the judge may pass an interim
order. The final judgment is delivered after completing the trial phase.

Based on the preceding explanation, the dispatch latency details of civil and
criminal case proceedings are depicted in Fig 4. The total case time of civil
and criminal case proceedings is divided into pre-trial and trial phases. The trial
phase is divided into the discovery phase (exchange of documents, statements,
and evidence) and hearings phase in civil case proceedings. In the case of a
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Fig. 3. Depiction of process at the trial court

criminal case, the pre-trial phase consists of arrest and case investigation. The
trial phase consists of multiple hearings.

Discussion on delays: In case of a dispute, a plaintiff/victim approaches
the lower court/district court, i.e., the justice system, to receive justice. An ideal
justice system should deliver justice to the plaintiff at the earliest possible. How-
ever, especially in the Indian scenario, justice delivery is delayed due to several
types of delays [20] for processing the case. Examples of delays include postal
delays, investigation delays during the pretrial phase, and scheduling delays dur-
ing the trial phase due to overburdened courts. In case of appeal, the delay is
further prolonged.

4 Related Research

In this section, we first present the related DSAI research to improve Indian
law. Next, we briefly summarize the DSAI research trends abroad. We provide
concrete observations about DSAI research in India.

4.1 About DSAI-based law research in India

Some of the early works in the legal domain included, for example, tasks like
summarization of legal documents [37,38,39] and finding similarity between le-
gal documents [21]. A graphical model for legal document summarization was
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Fig. 4. Dispatch latency of a civil and criminal case: starting of the case to judgment
delivery

proposed in [39]. In [37], authors leveraged conditional random fields to identify
rhetorical roles for the summarization task. Authors in [21] showed that citation
networks could be leveraged for estimating similarity between legal documents
and found bibliographic coupling effective.

Over the years, with significant advancements in NLP, Information Retrieval
and Deep Learning, the focus has broadened and now focuses on developing
AI-based solutions for more challenging and sophisticated tasks. In recent years,
the Indian research community has made efforts to apply advanced AI-based
techniques in the domain of justice delivery and law and has also established
some benchmarks for the Indian legal domain [13,17]. The authors in [13] have
developed the IL-TUR benchmark for facilitating NLP research in the Indian
legal domain. They have also set several LLM-based baselines for legal NLP
research. We provide brief explanations for the tasks below.

– Legal Information Retrieval: One of the important problems in legal
information retrieval is precedent retrieval. Legal practitioners are often re-
quired to cite precedents while formulating arguments in court and while
drafting judgments. Manually retrieving relevant precedents is a very te-
dious task. Several approaches to automate the task have been proposed.
Event-based representations have been proven effective for retrieval [14]. A
number of possible document representations have also been experimented
with [30,42]. Citation networks have been utilized extensively for finding
similar cases [6,31]. Approaches leveraging both the citation network and
text-based similarity have also proven effective [7,26,34].

– Summarization of Legal Documents: Summarizing legal documents is
challenging due to their length and the intricate nature of legal cases. Sum-
marizing legal documents aids legal practitioners. Efforts have been made to
create benchmark datasets for extractive and abstractive summarization of
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Indian court judgments [27,41]. It has been found that fine-tuning Legal-LED
for abstractive summarization of Indian judgments is effective [13].

– Named Entity Recognition (NER): Legal NER involves the identifica-
tion of legal entities in legal documents. Sample legal entities include the
appellant, defendant, dates, statute, case number, etc. Developing models
for NER is an important problem, and efforts have been made to create
datasets and to develop transformer-based models for NER [16].

– Rhetorical Role Labeling: Rhetorical Role Labeling involves identifying
rhetorical roles for each sentence in a given legal document. Examples of
rhetorical roles include - facts, arguments, ruling by the court, the ratio
of decision, etc. [8]. Identifying the rhetorical roles of sentences can help
improve legal search [33] and summarization of judgments [37]. Authors in
[8,9] developed deep learning models for identifying seven rhetorical roles.
Authors in [28] focused on developing models for fine-grained rhetorical role
labelling involving 13 class labels.

– Judgment Prediction and Explanation: This judgment prediction task
typically involves a binary classification task where- given the facts and ar-
guments associated with a case, the model predicts if the appeal from the
petitioner is to be accepted or dismissed, along with generating an expla-
nation for the same [29]. In [44], the authors evaluate the performance of
various LLMs in the judgment prediction and explanation task and found
that LLMs are good at generating explanations. In [19], the authors explored
the applicability of GNNs for the prediction task.

– Legal Statute Identification: Legal statute identification involves iden-
tifying the statutes applicable to the case at hand. Earlier, the statutes for
criminal law were described in the form of the IPC (Indian Penal Code),
which has now been replaced by the Bharatiya Nyaya Sanhita. Such tools
can help legal practitioners quickly identify relevant parts of the law that
apply to a given case. In [35], a GNN-based approach was proposed for le-
gal statute identification. Efforts have also been made to create datasets for
explainable legal statute identification [44]. In [44], the authors find that
LLMs are good at statute identification tasks while being moderately good
at generating explanations for the same.

– Bail Prediction: Bail prediction is a task mainly designed for district courts
in India and has been framed as a binary classification task, where, given
a bail application, the model decides whether the bail should be granted
or dismissed [18]. In [18], the authors release a dataset comprising legal
documents written in Hindi and propose a Multi-Task Learning-based model
for the bail prediction task. In [4], authors leveraged CNN for the same task.

– Translation of legal documents: Several Indians are more comfortable
reading in regional languages, and there have been efforts to create datasets
for the translation of judgments from English to the local languages [25].
In [25], authors released benchmark datasets for the translation of the legal
text to Indic languages and carried out extensive experiments using various
models (including LLMs) for the translation task.
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Apart from the preceding tasks, there have been efforts to build a fine-tuned
LLM for the Indian legal domain, called Aalap, with the primary focus being
training the model for legal reasoning [43].

4.2 About DSAI and Law Research Abroad

International conferences and journals focusing on advancements at the inter-
section of AI and law include, for example, JURIX (International Conference on
Legal Knowledge and Information Systems), ICAIL (International Conference on
Artificial Intelligence and Law) and Journal of Artificial Intelligence and Law.
Some of the trending research areas among researchers in foreign countries in-
clude legal reasoning and argumentation [23,32], knowledge representation [3,40]
and applications of LLMs in the legal domain [5,36]. In particular, leveraging AI
for legal reasoning has been a topic of interest for decades [11]. In [22], authors
have surveyed applications of legal LLMs, elaborating on possible use cases, chal-
lenges, and future research directions. It can be observed that the applications
of legal LLMs are a topic of great interest among researchers.

4.3 Observation

Overall, it can be observed that most of the existing literature in the Indian legal
domain focuses on creating benchmark datasets and developing and improving
models for various NLP and IR-related tasks. However, certain issues arising
at different stages of the case flow, which contribute to delays in the delivery
of justice, have not received sufficient attention from the research community.
A lack of comprehensive research on stakeholder-specific problems can also be
observed.

Researchers from foreign countries have focused on problems such as legal
reasoning, argumentation, and the application of large language models (LLMs)
in the legal domain, owing to the differing nature of challenges faced by their re-
spective countries. More stakeholder-specific research leveraging DSAI is needed
to enhance the performance of the Indian judicial system.

5 List of Research Issues

As observed in the preceding section, there are some past and ongoing efforts
(not many) to extend DSAI approaches to improve the performance of the In-
dian judicial system. Earlier, the research mainly leveraged data sets comprising
legal documents and focused on information retrieval, precedent retrieval, and
summarization. Recently, there have been efforts to leverage LLMs for various
tasks. With this background, we provide the research issues identified in the
workshop1 by brainstorming between DSAI researchers and experts from the
legal domain.
1 A workshop entitled "Data Science for Justice Delivery in India (DSJDI2022)" was

held on December 10, 2022, at IIIT Hyderabad in conjunction with 10th International
Conference on Big Data Analytics, 2022 (BDA2022)
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1. Autonomous judicial system: The pre-trial and trial phase of a case is
often prolonged due to numerous reasons. Although some repetitive tasks
can be easily automated, complex tasks require extensive research. The goal
of building an autonomous judicial system is very challenging. Creating a
goal for building an autonomous judicial system will result in many valuable
tools that may not replace the existing judicial system but assist in many
ways that can help deal with certain tasks autonomously.

2. Judicial precedents for legal reference: Legal practitioners often need
to cite precedents to support their arguments. Manually retrieving relevant
cases is time-consuming and inefficient. Building precedent retrieval systems
to help reduce the workload of lawyers and judges is currently an active
research area.

3. Language translation: India is a multilingual country, and several courts
operate in regional languages. Translation between different languages is nec-
essary to make the justice system accessible to stakeholders across the coun-
try. Advancements in the domain of NLP have made the problem tractable.
The "SUVAS" system adopted by the Supreme Court of India involves the
translation of judgments into some Indian regional languages[15]. This can
be improvised and scaled to accommodate other languages and can be made
available at other courts in the judicial hierarchy.

4. Analysis of judgments: Court judgments need to be analyzed at the macro
level, which may, for example, include the study of crimes committed and
how they are growing or the study of cases related to divorces, suicides,
atrocities, etc. Such an analysis not only gives us a way to evaluate and
understand our judicial system but also helps us understand society and its
problems. Such a system may be relied upon to develop policies based on
the emerging trends in society that strive to improve thinking and provide
adaptability for the common public in India.

5. Digitization of trial court data: Several trial courts in the country may
not be fully digitized. Argument and judgment data can potentially be a
valuable resource for researchers and can provide valuable insights. A major
effort must be made to digitize the historical argument data and the judg-
ment data of all trial courts in India while preserving privacy. Such data can
also be utilized by other courts.

6. Summarization of documents: Trials involve a lot of paperwork, and
stakeholders are often required to read very long documents. Reading such
documents and extracting the most relevant information from the document
is often cumbersome. Summarization of legal documents can help legal prac-
titioners understand the document in brief and its automation can decrease
their workload.

7. Legal document drafting: Legal practitioners are often required to draft
case documents, agreements, contracts, etc. Leveraging DSAI-enabled sys-
tems to assist in drafting the document can reduce the workload of lawyers,
judges, and other stakeholders. Additionally, such tools can be used for ver-
ification and to find possible flaws in documents. Possible flaws may include
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spelling or grammatical errors and logical errors that can be difficult to
identify.

8. Simplification of legal documents: Understanding and interpreting legal
documents can be very challenging for the common public. Simplification
of legal documents is very crucial for the law to be more accessible. NLP
techniques for simplifying legal documents need to be explored.

9. The platform of case management and tracking: A case management
platform should be built to connect all of the stakeholders in the justice
delivery system; such systems can increase efficiency as the information can
be exchanged faster and in a secure manner. Such a system can also help
maintain the chain of events and evidence, thus providing a better case
overview and fast-track justice delivery.

10. Organizing court proceedings and scheduling hearings: In order to
make legal case management smoother, the AI system can be equipped with
details about court hierarchies and judge benches. This would help to effi-
ciently schedule hearings, reduce delays, and minimize errors. The system
can also help build trust in the legal process by verifying the authenticity of
evidence and cross-checking documents and transcripts in lower courts and
other official records.

11. Virtual hearing: Virtual hearings are present in the Supreme Court and
High Courts but not in the lower courts. Virtual hearings in lower courts
can help to fast-track justice delivery. Implementing virtual hearings in lower
courts in India can significantly reduce case backlogs by expediting routine
matters, bail hearings, and preliminary arguments without unnecessary de-
lays. This enhances access to justice, especially for individuals in remote
areas, by minimizing travel costs and logistical challenges faced by litigants,
lawyers, and witnesses

12. Lack of standardization: Judicial documents often lack standardization
that can help fast-track legal procedures. Implementing standardized tem-
plates for orders, judgments, and filings can streamline case processing, re-
duce clerical errors, and improve inter-court coordination. Judicial docu-
ments should be required to follow a standardized structure to ensure con-
sistency across states and languages.

13. Practical training for law interns and students: Innovative DSAI-
based tutoring systems can be leveraged to impart practical skills to law
interns and students to produce more competent legal practitioners. It can
provide hands-on legal training to Indian law students, bridging the gap
between theory and practice. This can enhance courtroom readiness and
improve the efficiency of legal research.

14. Human resource management: Lack of coordination among stakeholders
is a significant issue in the judicial system. Building databases to keep all
stakeholders updated with the necessary documents and information can
fast-track the delivery of justice. AI can also play a crucial role in resource
management.

15. Disparity in judgments: Decisions taken by courts in similar cases may
have disparities. Among the many reasons for the stated disparity, gender
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bias is predominant. Inconsistent court rulings in similar cases can create
uncertainty in the legal system. Gender bias, particularly in cases related to
marital disputes, workplace harassment, and inheritance rights, often leads
to varying interpretations.

16. Judicial values and societal morality: While AI often provides accurate
and comprehensive analytics, it is crucial to understand the limitations that
must be imposed on its usage to ensure that judicial values, constitutional
principles, and societal morality are not compromised.

17. Corruption-free, robust systems: Systems designed for the judiciary
need to be resistant to external influences, such as corruption and politi-
cal pressure. Cryptography offers various methods to make systems more
secure, trustworthy, and reliable. A transparent and digitally secure legal
system that can reduce bribery, case manipulation, and delays and ensure
trustworthy and corruption-free justice delivery should be implemented.

6 Conclusion

The Indian judicial system is overburdened with a huge number of pending cases.
There is an opportunity to exploit recent developments in DSAI to improve the
situation. In this paper, we provided potential research issues after an overview
of the DSAI-based efforts in the legal domain related to India. Notably, more
research is required to investigate decision support systems by considering users’
requirements, such as judges, lawyers, law interns, students, and investigators.
Most importantly, an effort has to be made to digitize the historical argument
data along with the judgment data of all trial courts in India while preserving
privacy. Such an effort will enable the building of tools to provide stakeholder-
specific services to improve the Indian justice system.
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Abstract. The task of document retrieval, especially in large corpora,
remains a challenge despite the recent advances in NLP and LLM tech-
nology. The context windows for such models are often not sufficient
enough to fit a large number of documents inside them. To handle such
issues, many NLP tasks, such as document retrieval for RAGs, perform
a two-step process of filtering out the most relevant documents and then
using those as input for the LLM to rank them. However, the larger the
corpus, the greater the need for a robust document retrieval method.
We propose a solution that augments the standard embedding similarity
retrieval method with a score based on matching extracted keyphrases
and a further extension using references in legal documents. The former
reached a mean average precision of 80.25% while the latter improved on
the former’s result even further, achieving a mAP score of 92.85%.

Keywords: document retrieval · keyphrases · legal references · informa-
tion retrieval

1 Introduction

Document retrieval, especially in large text corpora, has been a significant prob-
lem in machine learning and natural language processing, especially in the re-
cently popular field of Retrieval Augmented Generation (RAG). Despite the
recent advances in the field of NLP and LLMs, retrieval tasks remain an issue
due to the limited context window sizes of most LLM models. And doing it iter-
atively through an entire corpus is currently too costly to be feasible. Therefore,
document retrieval systems usually operate in two stages. The first consists of se-
lecting the most relevant set of documents based on embedding similarity which
can then fit inside the context window of an LLM that would perform a rerank-
ing step. However, such approaches pose their own challenges. In the case of very
large datasets, the embedding-based search may return many matches, making
the reranking part of such algorithms computationally expensive. In the same
vein, limiting the number of retrieved documents may cause relevant documents
to be missed from the reranking step of the process. The size of the text can also
cause major problems regarding such approaches. In extensive texts without a
proper chunking algorithm, the uniqueness of a given text within a corpus can
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easily be lost, especially when it comes to texts with a semi-formulaic structure,
such as legal texts and judicial decisions. And while it is entirely possible to
split the given document into chunks to avoid this problem, however chunking
algorithms have their own challenges.

2 Related Work

Legal document retrieval is a specialized area of information retrieval (IR) that
has evolved through advancements in natural language processing (NLP) and
machine learning (ML). Key challenges include handling the complexity and
length of legal texts, where paragraph-level retrieval [6] and embedding-based
similarity models [2] improve access to relevant case law. Deep learning ap-
proaches, such as neural classifiers for legal opinions [7] and BERT-based case
retrieval [1], further enhance retrieval accuracy by capturing nuanced relation-
ships in legal texts.

Relevance feedback mechanisms play a critical role in refining retrieval results
[9]. Pipitone and Alami [4] introduce LegalBench-RAG, a benchmark designed to
assess retrieval performance in Retrieval-Augmented Generation (RAG) systems
for legal texts, demonstrating the importance of precise document mapping and
chunking strategies. Similarly, Wiratunga et al. [10] propose CBR-RAG, which
incorporates Case-Based Reasoning (CBR) into RAG to improve retrieval by
leveraging case indexing and similarity matching, reducing hallucinations in legal
LLMs.

These advancements highlight the growing importance of integrating NLP,
deep learning, and retrieval-specific enhancements to improve legal information
systems. By combining effective chunking, domain-specific embeddings, and re-
trieval frameworks, modern systems achieve greater accuracy in retrieving rele-
vant legal texts for case law analysis and question answering.

3 Methods

3.1 Overview

Before we dive into the details of our methods for retrieving legal documents, let
us present the core parts of the algorithm. We can divide them into preprocessing
and retrieval parts. Although some steps are marked as optional, they are quite
beneficial for a quality result as will be discussed in section 4.2. Formal labels
used in the outputs of the steps are defined in the following sections.

1. Preprocessing
(a) Semantical chunking of all judicial decisions - output: list of chunks for

each document.
(b) Creating chunk embeddings via language model - output: vector embed-

ding for each chunk v(ci)
(c) Extraction of keyphrases from chunks - output: top t keyphrases for each

chunk - KPP (ci)
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i. Computing modified TF-IDF score for each keyphrase.
ii. Using Self-Attention MAPS (AttentionSeek) to create SAM score for

each keyphrase.
iii. Combining the two metrics, extracting top t keyphrases from a chunk.

(d) Extraction of references from document chunks (optional) - output: list
of referenced legal regulations and judicial decisions of each chunk.

(e) Computing IDF values of references - output: IDF value for each legal
regulation and chunk (each chunk defers to the IDF value of the docu-
ment it belongs to).

(f) Extraction of keyphrases from references (optional) - output: list of
keyphrases for each legal regulation and each chunk of judicial decision.

2. Retrieval
(a) Creating embedding of query - output: embedding vector of query - v(q)
(b) Determining semantic similarity between query and chunk embeddings

- output: cosine similarity between query and chunk - cos(v(q), v(ci))
(c) Extracting keyphrases from the query - output: list of keyphrases from

the query - KPP (q)
(d) Finding matching keyphrases between query keyphrases and chunk keyphrases

- output: intersection between KPP (q) and KPP (ci)
(e) Combining the matching keyphrases with the cosine similarity and to get

a relevance score of each document of judicial decision - output: score(di)
(f) Enhancing relevance score of documents by using cosine similarity and

shared keyphrases of references as well. (optional) - output: final en-
hanced score of each document.

3.2 Basic labels

For our purposes, let’s define the task of document retrieval as returning a list
of documents R = r1, ..., rm from a predefined corpus D == d1, ..., dn where for
1 ≤ k ≤ m ≤ n, rk ∈ D with the most significant relevance to a given query text
q as well as provide a ranking for said documents where for a given 1 ≤ a, b ≤
m ≤ n if similarity(q, ra) ≤ similarity(q, rb) then score(ra) ≤ score(rb).

The most common method of achieving this lies in using some kind of lan-
guage model to create vector embeddings v(t) where t is a natural language
text we expect our language model to be able to encode. We have opted to
use the kinit/slovakbert-sts-stsb model, described in [3]. Using said language
model, we are able to encode both the query q and the documents in D so that
score(di) = cos(v(q), v(di)) where 1 ≤ i ≤ n, di ∈ D and cos(v(q), v(di)) de-
notes the cosine similarity between the embedding of the given document and
the query.

3.3 Reference and keyphrase extraction

To improve upon existing document retrieval methods, we work within the core
text and use various metadata to get more precise and specific results. Such
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metadata includes references to law articles and previous court decisions, ex-
tracted using rule-based methods specific to Slovak Legal texts described in our
earlier work [8].

These references can be used to perform our keyphrase extraction methods.
However, we will present an approach to keyphrase extraction that doesn’t re-
quire references yet still offers improvement over reranking.

Our keyphrase extraction method is inspired by the one first described in [5].

3.4 Extraction of potential keyphrases from the source document
and its individual chunks

First, we establish a set of candidate keyphrases we will work with. In our case,
that would be a set of phrases collected from different dictionaries into a vocab-
ulary that will be consistent across the whole database and the operations we
will perform over it. Let’s denote this set of phrases as P=p1, ..., pl. This set of
keyphrases has been manually approved by lawyers as the collection of terms and
categories they wish to search for. Alternatively, one could generate candidate
keyphrases based on POS tag pattern, other semantic and statistical metrics or
simply take all explicit n-grams to a given degree from the target text.

Most keyphrase extraction methods, including ours, rely on the presence of
a given term in the text document and its frequency. Such approaches have
the downside of only being able to evaluate the phrases that directly appear in
the document. To this end, we propose embedding similarity between individual
phrases, and those phrases that pass a certain threshold of cosine similarity will
be considered adjacent terms.

Let adji denote the set of phrases {pj | pj cos(v(pi), v(pj)) ≥ T where pi and
pj ∈ P and T is the threshold value.

When calculating the presence of a term, we use that specific term and all of
its adjacent terms, weighted by the cosine similarity to the given term.

Let PP t denote the present phrases within the text t. Then, for every i in P
let

PP t
i =


1, if pi ∈ t

cos(v(pi), v(pj)), if pi /∈ t, pj ∈ t and pj ∈ adji

0, otherwise
(1)

Then, we calculate TF-IDF on every keyphrase from a given set of keyphrases,
using a maximum document frequency of 50% to exclude domain-specific stop-
words and use sublinear frequency, which replaces the standard TF for 1 +
log(TF ) to prevent the metric from overscoring with high IDF that appear far
too many times in the document. We calculate the sublinear TF and IDF scores
using the adjacent phrases.

Thus, TF-IDFmod will be caluclated as:
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TF-IDFmod(pi, t) = 1 + log

TF-IDF(pi, t) +
∑

pj∈adji

PP t
i · TF-IDF(pj , t)

 (2)

However, statistical methods like TF-IDF even with calculating frequencies
of synonyms and related terms based on embedding similarity often fail to cap-
ture semantic information. For that reason, we decided to combine it with a
keyphrase extraction method based on semantic features. For this purpose, we
have chosen, AttentionSeek, a scoring method based on the Self-Attention Masks
generating the given embedding, described in [11]. According to this method, we
use Huggingface to extract the Self-Attention Masks (SAM) of our transformer
model where Alh will represent the attention scores for layer l and head h, where
Alh

i represents the attention score for layer l, head h and phrase pi ∈ P We cre-
ate a so-called hypothesis vector H where for a given text t, H = PP t where
Hi = PP t

i . The relevance of a given attention vector is then calculated as the
matrix multiplication for the Alh of a given SAM and H vectors.

Slh = Alh ·H (3)

We can calculate the relevance of each SAM, represented by Rlh as the av-
erage relevance of its attention vectors.

Rlh =
1

n

n∑
i=0

Slh
i (4)

The final attention vector Bt for text t is computed as a weighted average
across all SAMs’ attention vectors.

Bt =
∑
∀l,h

∑
∀i

Alh
i ∗ Slh

i ∗Rlh (5)

After we have calculated both of these keyphrase extraction metrics, we can
create the combined measurement, the keyphrase potential KPP t

i for a single
keyphrase pi ∈ P in a given text t which consists of multiplying its modified
TF-IDF score with the attention vector.

KPP t
i = TF-IDFmod(pi, t) ∗Bt(pi) (6)

3.5 Using keyphrases for document retrieval

Let D = d1, .., dn be the corpus of all judicial decisions. In the previous subsec-
tion, we described a way of extracting and ranking potential keyphrases from
a given document. However, the texts of judicial decisions are usually long and
must be split into chunks. There are several models of document chunking to
consider. We found that fixed-size chunking was relatively inefficient regarding
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judicial decisions. Due to the varying case complexities, the length of each doc-
ument segment and semantic whole varies greatly. When it came to semantic
chunking, we’ve had much greater success, particularly when establishing break-
points through standard deviation, as portions of legal documents are, by their
nature, more or less structured than others. Therefore, it yields greater success
if we don’t just consider semantic dissimilarity to the previous chunk but rather
a normal change in the measure of dissimilarity within the said chunk.

Let C(di) = ci,1, ..., ci,ji be a set of all chunks for document di ∈ D where
∀1≤a≤n∀1≤b≤ja

The relevant keyphrases for a given chunk can be extracted using the keyphrase
extraction algorithm described in the subsection above.

KPP
ca,b

i = TF-IDFmod(pi, ca,b) ∗Bca,b(pi) (7)

Similarly, our query q may be a phrase, a collection of phrases, or a reference
legal text; therefore, we can extract the keyphrases for the legal text the same
way.

KPP q
i = TF-IDFmod(pi, q) ∗Bq(pi) (8)

We can then select the top t keyphrases with the highest KPP scores.
Now that we have extracted the keyphrases, we need to note that not every

chunk of text contributes equally to the final result. Therefore, we create a vector
embedding of each chunk v(da,b) and calculate the cosine similarity between it
and the vector embedding of our query v(q). We multiply this similarity score
with the number of shared keyphrases divided by the total number of keyphrases
q and da,b share.

score(di) =
1

|C(di)|
∑

cj∈C(di)

(cos (v(cj), v(q))× match(cj , q)) (9)

where

match(cj , q) =
1 + 2× |topt(KPP cj ∩ topt(KPP q)|
1 + |topt(KPP cj )|+ |topt(KPP q)|

(10)

3.6 Enhancing keyphrase augmented document retrieval using
extracted references

Now that we know how to extract the keyphrases from a singular document, we
can do the same for references. Let L = l1, . . . , ld be the collection of all citeable
legal regulations. Then let Lref(i) = (li1, ...lini

) ⊆ L the set of all legal regulations
referenced by decision chunk ci ∈ D.

Since these are short and to-the-point texts, they do not require any chunking,
and their keyphrases can be extracted directly using the KPP t formula.

However, not all references contribute equally to the meaning of the decision.
Therefore, we calculate the IDF scores across all legal regulation references, as
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those cited more often tend to represent standardized formal procedures more
than something uniquely related to the document’s content. Therefore, we cal-
culate the IDF score for each legal regulation through the whole corpus.

We also consider how relevant a given legal regulation is to the chunk of text
by examining the cosine similarity of its text to the chunk it was cited from.

KPP
liji
k = cos(v(ci), v(liji))× IDF (liji)× TF-IDFmod(pk, liji) ·Bliji (pk) (11)

As for court decision references, we can use the same formula as described,
including multiplication by the IDF score and cosine similarity with the chunk
it was cited from, except this step now has to be done for every individual chunk
and averaged

Let the and Dref(i) = (di1, ...dini ⊆ D the set of all court decisions referenced
by decision chunk ci ∈ C(di). Let C(diji) = ciji,1, ..., ciji,niji be the set of all
chunks from document diji , i1 ≤ iji ≤ ini.

Then the keyphrase score of diji be calculated as

KPPref
diji
m =

1

|C(diji)|
∑

ciji,kiji
∈diji

cos
(
v(ci), v(ciji,kiji

)
)
·KPP

diji
m (12)

where KPP
diji
m is calculated using equation 7.

Now that we have the keyphrase scores for the references calculated, we can
perform an element-wise addition to the keyphrase scores extracted from the
core document using equation 7. For a given keyphrase with the index of m
where pm ∈ P , we calculate the score the following way:

KPPfinalcim = KPP ci
m +

∑
lj∈Lref (i)

KPP lj
m +

∑
dk∈Dref (i)

KPPrefdk
m (13)

Using this new score of keyphrases, we can then calculate the retrieval score
using equation 9.

4 Results

4.1 Dataset and evaluation

We have opted to test and evaluate our methods on 17164 labelled court de-
cisions from Supreme Court of the Slovak Republic with manually annotated
keyphrases. We created a set of all the possible keyphrases and collected their
definitions, this set numbering 1500 phrases total. We used these definitions as
our query for the document retrieval, labelling the documents that were anno-
tated with the specific keyphrase the definition corresponded with as positive
examples and those that weren’t as negative examples and evaluated our results
using the mean average precision metric, arranging them into a table.

86



BM-25 cos_full cos_full + BM-25 cos_averaged cos_max keyphrase keyphrase+ref

78.06 52.77 74.45 69.34 69.55 80.25 92.85

Table 1. The mean average score of our approaches compared to baseline methods.

In Table 1, we compare the mean average precision score of two of our ap-
proaches along with 5 baseline algorithms:

1. BM-25 using the phrases from the query;
2. cos_ful cosine similarity between the query and the full document;
3. cos_ful + BM-25 a metric combining the previous two approaches, given

equal weight;
4. cos_averaged cosine similarity between the query and its individual chunks

after splitting;
5. cos_max cosine similarity between the query and its most similar chunk;
6. keyphrase Keyphrase based search method without using references de-

scribed in 3.5;
7. keyphrase+ref Keyphrase based search method that uses references de-

scribed in 3.6.

As we can see from these results, the worst performance belongs to the cosine
similarity between the query and the entire document text. We believe this is
because judicial decisions are long texts containing many formal parts irrelevant
to a given case, causing the embeddings to become muddled and lose their sen-
sitivity. We performed slightly better when we split the document into segments
and then calculated the average distance to said segments. Here, the relevant
parts separated into specific chunks can increase the average. It seems as though
whether we compare the average cosine similarity of the chunk embeddings with
that of the query does not yield a significant difference. Still, taking all the other
generic texts into account is counterproductive, so if we calculate its similarity
to the best matching chunk, we see another performance improvement. Still, we
can see that we can only go so far, relying solely on cosine similarity.

Surprisingly, the best baseline algorithm is BM-25, albeit that may be par-
tially due to some of the specific standardized legal terms that were present in
both the query and retrieved documents. The second-best results of the baseline
algorithms are achieved by combining BM-25 with the entire document cosine
similarity, but this is attributed to BM-25’s specific suitability. The cosine simi-
larity is more of a hindrance, as BM-25 achieves better results without it. Finally,
our proposed methods achieved the best performance, with the one that uses the
references outperforming the one that does not by a significant margin. Still, both
offer a significant improvement over the baseline algorithms, even if at the cost
of additional time and complexity. However this time and complexity is only an
issue upon initial calculation and after such calculation is performed for newly
inserted documents, queries are real-time with comparable retrieval speeds to
most baseline algorithms.
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4.2 Ablation study of our algorithm

To determine if and how much said complexity was necessary, we analyzed the
performance of our algorithm when we omit certain parts and organized the
results into Table 2. Here, we use the same task and the same metric of perfor-
mance. The columns of the table concern the base keyphrase calculation method
from an individual text.

There are six columns, but they are combinations of a few attributes. The
first uses either exact matches or similarity matches. Using exact matches
means that when we evaluate whether a given term is to be taken into account
within a given text, we require that the term be present explicitly in the text.
In this route, we replace PP t

i in (1) with the simplified one, where the given
term is given a value of 1 if it is explicitly present and given a value of 0 other-
wise, ignoring any semantic adjacency to other terms. When we use a so-called
similarity match, we use PP t

i in (1) as described, giving a non-zero score to
terms semantically similar to our term. These two alternatives are then com-
bined with three possibilities for extracting keyphrases. The first is only using
our modified TF-IDF for extracting keyphrases, as described in equation (2),
leaving out the Attention-seeker score described in equation (5). The columns
labeled Attention-seeker are the polar opposite, leaving out the calculation of
the modified TF-IDF described in equation (2), using only the Attention-seeker
algorithm described in (5). Finally, the columns labeled combined score use
the combination of both of these methods as described in (7).

As for the rows, there are seven in total, but they are also made up of dif-
ferent combinations. The first variant no references means that we didn’t use
any of the extracted references and merely calculated the similarity score us-
ing 3.5 or one of its modifications and didn’t perform any steps described in
3.6. Rows labeled legal regulation references only use the references to legal
regulations and ignore referenced court decisions. In comparison, rows labeled
court decision references take into account only referenced court decisions
and not the references to legal regulations. Finally, rows labeled all references
use both references to court decisions and legal regulations. The other modifica-
tion concerns whether we calculate the IDF scores for the references themselves
or not.

As we can see from this table, most of the extra steps we took offer some
performance improvement, and the very best results are achieved when we utilize
all the steps described in our algorithm. Looking at the columns, it becomes
evident that the combined metric to extract keyphrases is the most effective.
Considering not just exact matches but similar phrases, albeit with a reduced
relevance, is generally beneficial. We can also see that out of the two algorithms
that contribute to the combined score, Attention-seeker produces better results,
which is to be expected, considering the simple nature and limitations of TF-
IDF. However, it seems omitting it altogether wouldn’t yield better results, as
the highest score still belongs to the combined metric

If we look at the rows, we can notice that, in general, including references
and calculating the IDF scores of the references is rather beneficial. The only
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TF-IDF
(exact match)

TF-IDF
(similarity match)

Attention-seeker
(exact match)

Attention-seeker
(similarity match)

combined score
(exact match)

combined score
(similarity match)

no reference 65.25 68.18 72.91 75.30 80.08 80.25

legal regulation
references (no IDF)

67.26 69.97 76.04 79.29 84.39 87.30

legal regulation
references + IDF

69.27 74.57 76.37 84.12 88.47 90.58

court decision
references (no IDF)

65.73 68.48 73.71 78.60 81.92 82.26

court decision
references + IDF

65.95 69.46 75.17 84.09 88.34 88.71

all references
(no IDF)

69.54 70.97 75.53 80.65 81.98 86.14

all references
+ IDF

69.78 75.31 79.81 84.77 89.72 92.85

Table 2. Ablation study of our algorithm

arguably poorly performing metric is relying solely on court decision references,
especially when we don’t combine it with an IDF score. Depending on the col-
umn, sometimes it even offers worse performance than having no reference. This
is likely because many cited decisions have more to do with a formal process,
and we don’t know which part of the decision is cited. Compared to that, the
references to legal regulations seem much more useful, although combining legal
regulation references and court decision references produces the best results.

5 Conclusion and Future Work

This paper presents an adjustable method that improves baseline document
retrieval methods using keyphrase extraction methods. Our preliminary results
suggest it could produce better results than many usual approaches. Our best
approach, combining parameters from the texts of extracted references, obtained
a mean average precision score of 92.85% on our evaluation task. Still, even the
version not using the references achieved a performance of 80.25%. We also offer
several ways to omit steps from our algorithm in case we don’t have the necessary
data for references or some of the steps are too computationally complex. In our
future work, we aim to create a dataset to test our methods to retrieve the most
relevant chunks instead of entire documents, a more difficult and relevant task in
Information retrieval. We also wish to test it with more robust language models
and evaluate our ranking of these documents against a reranking performed by
an LLM.
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