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Preface

This volume contains the papers presented at the AICOM track of VECOMP2024: International
ECAI 2024 Workshop on AI Value Engineering and AI Compliance Mechanisms (AICOM track)
held on October 19, 2024 in Santiago de Compostela, Spain.

With the rapid evolution and spread of AI technologies in society, we can receive many
benefits from AI. However, these same technologies also introduce new risks and negative con-
sequences for individuals and society that threaten legal and ethical principles. Thus, we need
to ensure that AI is compliant with these principles. This is a central concern that has become
prominent both in public opinion and policy makers’ agenda.

In the EU, there has been a proposal of ”AI Act” to ban AI systems that have an unaccept-
ably high risk to create a clear threat to society, livelihoods, and rights of people and strongly
regulate AI systems that have a high risk to be used in critical infrastructures and systems
influencing human rights. Other AI systems are not regulated by this Act but AI systems in
general should be trustworthy, which means they should be lawful (respecting all applicable
laws and regulations), ethical (adhering to ethical principles and values), and robust (both
technically and considering their social environment). Therefore, technical solutions are needed
to achieve this goal, and it is strongly believed that mechanisms addressing these issues should
be embedded at the core of AI agent architectures.

The purpose of this workshop is to bring researchers together to present approaches to
tackling legal/ethical AI compliance problems including the relationship between compliance
and standards, legislation and regulation and to discuss selected challenges arising from AI
compliance. We also solicit use cases related with AI compliance problems to create a basis to
investigate common problems for future collaboration.

There were 6 submissions. The committee decided to accept all the 6 papers.
Last but not the least, we would like to thank all the authors who submitted papers and

the members of PC and additional reviewers for reviewing the submitted papers.

October 19, 2024
Santiago de Conpostela, Spain

Ken Satoh
Gauvain Bourgne

Jean-Gabriel Ganascia
Adrian Paschke
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Toward smooth integration of an online HTN planning
agent with legal and ethical checkers

Hisashi Hayashi a,*, Yousef Taheri b,**, Kanae Tsushima c,***, Gauvain Bourgne b,****,
Jean-Gabriel Ganascia b,***** and Ken Satoh c,******

aAdvanced Institute of Industrial Technology, Tokyo, Japan
bSorbonne University, Paris, France

cCenter of Juris-Informatics, Research Organization of Information and Systems, Tokyo, Japan

Abstract. Owing to legal and ethical issues such as privacy, safety,
and bias, it is crucial to adhere to the laws and respect the ethi-
cal guidelines of different countries when transferring or utilizing
datasets via the Internet. Therefore, it is necessary to meticulously
plan data transfer and utilization in compliance with local laws and
ethical guidelines. Given the variability in legal and ethical norms
across countries and the specialized knowledge required, we as-
sume that legal and ethical checkers are implemented as independent
modules that can be installed on different servers. In this study, we
demonstrate how to integrate a planning agent, which utilizes an on-
line HTN (hierarchical task network) planner, with legal and ethical
checkers. We also introduce, evaluate, and compare three interaction
modes between these modules, assessing the number of interactions
and computation times using scenarios involving international data
transfer and utilization.

1 Introduction

As data are transferred via the Internet to be used globally for nu-
merous services, legal and ethical issues concerning privacy, secu-
rity, and other factors have become central concerns. Numerous laws
and ethical guidelines have been established to regulate data trans-
fer and usage. A well-known set of data-protection regulations is the
European General Data Protection Regulations (GDPR) [7]. Owing
to the complexity of laws and ethical guidelines, research has fo-
cused on automated compliance checks for data transfer norms. In
particular, the policy representation of the GDPR has been studied
extensively [1, 4, 14, 22].

Planning the transfer and utilization of datasets is crucial because
of the multistep nature of these processes. Moreover, compliance
with laws and ethical guidelines is essential when constructing data
transfer and utilization plans. Some studies focused on automated
planning that considers ethical and legal norms [3, 9, 10, 19]. In par-
ticular, the studies [9, 10] utilized a general-purpose online HTN (hi-
erarchical task network) planner for data transfer planning, adapting
it to changing situations in which rules describing legal and ethical
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norms were included in the planning agent database.
Generally, owing to the complexity of legal and ethical norms,

specialized expertise is required to conduct automated compliance
checks across different countries. Thus, in this study, we proposed
the use of a general-purpose online planner and independently devel-
oped the norm checkers. In particular, we developed a new architec-
ture that integrates a planning agent with legal and ethical checkers
implemented as separate modules. Each of the modules sharing the
same interface can be implemented differently in the proposed ar-
chitecture. However, when these modules are installed on separate
servers, it is crucial to ensure that they use the same up-to-date infor-
mation. This would ensure high efficiency through frequent interac-
tions between these modules.

The contributions of this study are as follows: First, we propose a
new architecture that integrates an online planning agent with a legal
and an ethical checker. Next, we demonstrate efficiency improvement
by changing the database locations and introducing the concept of
fluent subscription. Finally, the efficiency gains in terms of the num-
ber of interactions between modules and their computation times are
illustrated through simulations involving multiple scenarios of plan-
ning and replanning for data transfer and utilization.

The remainder of this paper is organized as follows. Section 2
presents a new architecture that integrates the three modules dis-
cussed earlier. Section 3 introduces the three interaction modes be-
tween the planning agent and the legal and ethical checkers. Section
4 explains the experimental procedure. The results thus obtained are
presented and discussed in Section 5. Finally, Section 6 concludes
this paper.

2 Overall architecture

This section introduces the overall architecture surrounding the plan-
ning agent as shown in Figure. 1. It includes a legal checker, an eth-
ical checker, and an action executor. The planning agent features an
online HTN planner that generates plans based on its beliefs and
modifies them according to the changing states during plan execu-
tion. The agent sends action execution instructions to the action ex-
ecutor, and updates its beliefs and plans based on reports from the
action executor. A legal checker evaluates each action in a plan based
on legal norms to determine whether it is legal. The ethics checker se-
lects the most ethical plan by comparing multiple plans based on var-
ious ethical norms. The action executor performs actions and reports
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Figure 1. The flow of planning and execution in the proposed architecture.

the results to the planning agent. Sometimes, the executor recognizes
unexpected changes in the world, such as changes in the activeness,
safety level, or occupancy level of servers, and reports them to the
planning agent.

Given task ( 1⃝), the planning agent creates a least-costly plan us-
ing best-first search and sends it to the legal checker ( 2⃝). The legal
checker determines whether the plan is legal and reports the results to
the planning agent ( 3⃝). The planning agent then constructs the sec-
ond least-costly plan and sends it to a legal checker ( 2⃝ in the second
loop) for legal verification. This process is repeated ( 2⃝– 3⃝) until a
predefined number of legal plans are obtained or no more possible
plans exist. the planning agent sends these low-cost legal plans to the
ethical checker ( 4⃝) and requests that it select the most ethical plan.

The ethics checker then selects the most ethical plan from the
given legal plan and reports it back to the planning agent ( 5⃝). At
this point, the planning agent commits to the plan selected by the
ethical checker. This plan is legal and the most ethical. It sequen-
tially executes each action in the plan using the action executor ( 6⃝).
Following the action execution request from the planning agent, the
action executor attempts to execute a specified action and/or conduct
observations. The results are then reported to the planning agent ( 7⃝),
which updates its beliefs and plans based on action execution result
and/or observations. When the current plan may become invalid or
less cost-efficient, the action executor reports new observations to the
planning agent, triggering replanning. Similar to initial planning, the
planning agent calls on legal and ethical checkers during replanning
( 2⃝- 5⃝).

2.1 Planning agent

The planning agent creates plans using a planner based on the online
forward-chaining total-order HTN planning algorithm of Dynagent
[11]. Similar to SHOP [13], a standard (offline) HTN planner, it cre-
ates plans through task decomposition using a best-first search to find
the least-costly plan. The information used for planning is called be-
lief and includes facts, task preconditions, action effects, task costs,
and task decomposition rules (called methods in SHOP).

Because of the expressiveness of the planning domain heuris-
tics, SHOP-like total-order HTN planners continue being utilized
and studied to improve computational efficiency [2, 12, 18]. An-
other modern online forward-chaining HTN-like planner conducted
a Monte Carlo tree search [15, 16] to find a plan in a large search
space.

The planning agent also monitors and controls plan execution, in-
crementally modifying alternative plans during execution. A state

change may affect certain task preconditions in the plans. Therefore,
the planning agent checks the preconditions, deletes invalid plans,
and adds new valid plans to adapt to a changing world. Moreover,
the plan is adjusted if it becomes invalid or less cost-efficient.

The planning agent uses the action executor to perform actions in
the current plan. Each time an action is successfully executed, the
belief is updated based on the action’s effects. The planning agent
removes, first, the executed action from the head of each plan, and
second, invalid alternative plans. It then adds new valid plans. If an
action execution fails, the current plan becomes nonexecutable, and
all plans with this failed action at their heads are removed from the
alternatives.

As mentioned earlier, the planning agent also relies on legal and
ethical checkers to filter out illegal plans and select the most ethical
legal plan, respectively.

2.2 Legal checker

Various studies have been conducted on legal compliance using
modal (deontic) logic [8, 21], natural language processing [6], and
logic programming [5]. In addition, some languages have been in-
troduced to represent legal rules, such as Proleg [17], which extends
Prolog with exceptions to handle laws better. In this study, we used
the logic programming language Prolog in the legal checker for the
following reasons: First, it allows the logic of legal norms with ex-
ceptions to be expressed as “negation as failure.” Second, because we
implemented other parts of the system using Prolog, using the same
language for the legal checker helps ensure a seamless implemen-
tation. However, each module can be implemented in any program-
ming Language in theory.

The legal checker verifies whether the plan suggested by the plan-
ning agent is legal. Because a plan consists of a list of actions, the
legal checker evaluates each action and deems the plan legal only if
all actions are legal. In this study, the legal checker checks whether
the given actions are legal according to GDPR based on the given
database information. The database contains information about the
permissions granted by of the data owners, countries in the EU, and
nodes in the EU, and so on. For example, if a data owner does not
grant permission to transfer the data outside the EU, the legal checker
determines that it is illegal if the given plan uses the data and a route
that goes outside the EU.

2.3 Ethical checker

The ethical checker is responsible for evaluating and selecting the
best plan among the valid ones. Its evaluation mechanism was first
introduced in [20] and is primarily an ordering process based on a
model with multiple criteria. The ordering process considers differ-
ent criteria which can stem from either moral or optimization consid-
erations. Moral criteria refer to a certain harm or risk that can affect
the individuals involved, while optimization criteria are necessary for
system efficiency. Hence, they can be seen as either neutral or moral
criteria that aim to promote good instead of preventing harm. For ex-
ample, in the use case model described in Section 4, personal data
are transferred through different nodes to be processed for a certain
purpose. In this case, two criteria (among others) are used in order
to select the best path: node safety and node occupancy. Transferring
data through a safer node reduces the risk of a breach and subsequent
harm to the subject. Data transfer through a less busy node is faster,
which increases the overall system efficiency. Therefore, although
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node occupancy is not directly related to risk, it affects system per-
formance and user satisfaction.

The input plans are evaluated on each criterion using an ordinal
scale : each criterion orders the plans according to its underlying
standard. An ordinal scale helps avoid inconsistencies and improves
expressivity of ethical evaluations. After ordering plans according to
multiple criteria, they are aggregated to obtain a single order and the
best plan is identified. We consider two types of aggregation behav-
ior. First, an order may be (universally) superior to another, in which
case, the aggregated order is similar to the superior one, and the infe-
rior order is only considered when the two alternatives have an equal
order. Second, when there is a type of reconciliation or trade-off be-
tween two (or more) orders instead of superiority, they are seen as
votes and aggregated by a voting rule. Note that voting rules from
computational social choice theory can be used in this case. Further-
more, the orders can be weighted to represent their importance during
the aggregation. Finally, all orders are aggregated by specifying the
superiority and trade-off relationships between their corresponding
criteria. This specification serves as the ethical setting for the ethical
checker, which is built on a relativist view, meaning that it does not
judge which input plans are morally right or wrong; instead, it selects
the best plan by identifying the one that is best aligned with the given
ethical setting.

3 Interaction modes between modules

In this section, we introduce three interaction modes between the
planning agent and the legal and ethical checkers.

As discussed in Section 2, the planning agent interacts with legal
and ethical checkers during planning and replanning. We assumed
that the planning agent, legal checker, and ethical checker are imple-
mented as separate modules that can be installed on different servers.
This assumption is natural, given that ethical and legal norms vary
between countries. To achieve higher efficiency, we must reduce the
number of interactions between these modules and decrease the com-
putation time. Additionally, it is essential to ensure that the most re-
cent information is reflected in the plans.

We introduced the following three interaction modes. 1: default
mode, 2: subscription mode, and 3: all-subscription mode. The in-
teraction modes are compared in Section 5 through experiments that
evaluate the number of interactions between modules and the re-
quired computation time. The three interaction modes are described
in the following subsections.

3.1 Default mode

The default mode is the simplest interaction design and serves as the
baseline mode. Figure 2 shows interactions in the default mode. In
this mode, the common knowledge of fluents describing the chang-
ing world is recorded in the planning agent database as a belief. Le-
gal and ethical checkers query the planning agent regarding the truth
value of a fluent whenever they need to evaluate a plan for legal or
ethical checks, respectively.

Each time an action is executed or the truth value of a fluent is
updated, the planning agent replans and updates multiple plans, the
legal checker verifies the legality of each updated plan, and the eth-
ical checker selects the most ethical plan from these updated legal
plans.

This default interaction mode ensures that the most recent infor-
mation is used for planning, replanning, and legal and ethical checks.

Figure 2. Default mode.

Figure 3. Subscription mode.

However, this is inefficient because the planning agent sometimes re-
quests legal and ethical checks, even when unnecessary. In addition,
legal and ethical checkers frequently query the planning agent for the
truth value of a fluent, thereby increasing the number of interactions.

3.2 Subscription mode

The subscription mode was designed to improve interaction effi-
ciency. Although the default model is simple and relatively easy to
implement, it is inefficient for two reasons: First, the legal and ethical
checkers frequently query the planning agent to check the truth value
of a fluent, which is among the planning agent’s beliefs. This signif-
icantly increases the number of interactions between these modules.
Second, the planning agent sends requests to the legal and ethical
checkers each time an action is executed, increasing unnecessary le-
gal and ethical checks, number of interactions, and the required com-
putation time. When an action in a plan is executed successfully, if
the action execution does not change the truth values of the fluents
that affect legal and ethical norms, it is unnecessary to modify the
current plan and refer to legal and ethical checkers.

In the subscription mode, to address the first reason, the legal and
ethical checkers declare the fluents that affect their norm checks as
subscribed fluents. Figure 3 shows the interactions in subscription
mode. The legal (or ethical) checker maintains a separate database
of the subscribed fluents. Initially, the planning agent, legal checker,
and ethical checker record the same truth values for each subscribed
fluent in their databases.

To address the second problem, in the subscription mode, the plan-
ning agent omits legal and ethical checks when an action is success-
fully executed, provided that the action execution does not change
the truth values of fluents that affect legal or ethical norms. However,
if the action execution changes these truth values, the planning agent
requests the legal checker to refilter the illegal plans and the ethical
checker to select the most ethical legal plan.

If the truth value of a fluent is updated through observation, the
validity of the plans may be affected. In such cases, the subscription
mode is similar to the default mode, i.e., the planning agent replans
and creates multiple plans, the legal checker verifies the legality of
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each of these plans, and the ethical checker selects the most ethical
legal plan.

3.3 All-subscription mode

The all-subscription mode is a special example of the subscription
mode. In this mode, all fluents are subscribed by their legal and ethi-
cal standards. In this case, it is unnecessary to declare the subscribed
fluents.

4 Use case model
In order to show the characteristics and efficiency of our proposed
approach, we apply it in a data transfer and processing situation.
A similar use case model has been used in [19] and [9, 10] as a
demonstration of legal / ethical compliance of data manipulations.
The model mainly includes multiple nodes that are used to transfer
or process data and are connected as illustrated in Figure 4. Each
node represents a section of a corporation that is located at a differ-
ent location, which may be within the EU or outside the EU. Node 4
(marked as a square) is the central node that serves as a cloud server
to process data for different purposes. Other nodes (marked as cir-
cles) are used to store and transfer data. In this use case, users’ per-
sonal data are stored in circle nodes. Different sections may ask to
apply a processing on data and receive the output of the processing
at their corresponding node.

•2
•1 •3

■4

•6 •5
•7

Figure 4. Nodes and connections in the network
In order to perform a task, the system locates the data, transfers

them to the processing node, and applies a process with the corre-
sponding purpose. After processing personal data, the system deliv-
ers the output to the requested node. The planner in our architecture
generates possible plans to satisfy the given task, i.e. the possible
paths to transfer data and process them in the network. Each possi-
bility represents different behaviors of the system. According to this
architecture, these behaviors are verified by the legal checker for any
infringement of the (modeled) regulations. The legal checker rules
out the illegal plans, and the remaining plans are ordered by the eth-
ical checker based on their alignment with the ethical specification
(cf. Section 2.3).

There is additional information on this use case that enables test-
ing our architecture in different scenarios. Table 1 shows the infor-
mation on the nodes. The region is the location of each node. Since
our focus is particularly on GDPR, the regions are categorized as EU
and NonEU. The region of the node is used in the legal verification
process. Transferring personal data outside the legislative zone may
have ethical implications for data subjects; it is also used in the eth-
ical verification process. The safety level corresponds to the safety
protocols supported by each node that can be high, medium, or low.
Transferring data through more secure nodes is necessary to avoid

Table 1. The attributes of each node

Node Region Safety
Level

Occupancy
Level

1 Non EU medium normal
2 EU medium normal
3 EU medium busy
4 EU high busy
5 EU high normal
6 Non EU low busy
7 Non EU high normal

Table 2. The information of available processing

Processing Location Purpose Bias
Level

Required
Categories

p1 node 4 recom 2 [c1,c2,c3,c4]
p2 node 4 recom 1 [c2,c3,c5]
p3 node 4 recom 3 [c1,c3,c6,c7,c8]

Table 3. The information on personal data

Data Category Storage
Location Owner

du11 c1 node 1 u1
du12 c2 node 1 u1

... ... ... ...
du27 c1 node 2 u2
du28 c2 node 2 u2

any possible breach that harms user privacy. Thus, it is important in
ethical checking process. The occupancy level indicates whether or
not a node is busy. It is used to minimize data management time and
improve the overall efficiency of the system.

Table 2 shows the processing available to apply on personal data. It
includes information on the location of processing that is node 4 and
the purpose that is recommendation for all processing in this case.
The bias level shows the extent to which processing can be biased
with respect to a certain group. We show this simply by positive in-
tegers. Each processing requires certain categories of data which are
indicated by a list and the category name, e.g. c1, c2, etc.

Last but not least, Table 3 shows information on personal data.
This includes their corresponding category, the node on which the
data are stored, the data subject who is the owner of the personal
data, and permission from the user to take the data out of the EU.
Note that the permission may be changed by the data owner during
execution.

We demonstrate the functionality of our architecture by testing it
in some scenarios in the following section.

4.1 Scenario basecase

Scenario basecase is the baseline scenario. In particular, the situa-
tion remains unchanged and the job given to the planning agent is as
follows: load the necessary data and process recommendations and
deliver the results to node 7. As shown in the map, several routes can
be considered. First, the planning agent creates several plans using
different data and/or different routes. The legal checker performs the
following checks on those plans: node 7 is outside the EU, and some
data are prohibited from being taken out of the EU; thus, the plans
containing prohibited data are rejected. The ethical checker chooses
the best plan from the legal plans. When we ran our prototype, the
chosen plan used the following route: node 1 → node 4 (recommen-
dation process) → node 7.
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4.2 Scenario precondition-replan

This scenario aims to show how the system reacts to physical changes
in the operating environment, that is, changes in the use case of con-
nected networks, which is explained in the previous section. The ob-
jective is to process the personal data of user u2 for recommendation
purposes. The data are initially stored in a database at node 2 and the
processing output is requested at the same node. The initially selected
plan is to transfer the data to node 4 via node 1, apply processing p2,
and send the output to node 2 via node 1. As shown in Table 1, nodes
1 and 3 have the same values for every attribute, except for the oc-
cupancy level, where node1 is less busy than node 3; therefore, node
1 is selected in the initial plan. During execution, when the data are
loaded from the database, the system realizes that node 1 is suddenly
deactivated. The planner replans and selects node 3 as an intermedi-
ate to both send data to node 4, where the processing is applied, and
transfer it back to node 2. This new plan is executed step by step, and
just after the processing in node 4, the system recognizes that node
1 has been reactivated. This new change is considered by replanning
from the current stat and node 1 is chosen again as the intermediate
node for sending the output back to node 2.

4.3 Scenario ethical-replan

Scenario ethical-replan illustrates how the system reacts to changes
that affect the ordering of plans by the ethical checker. In this sce-
nario, the task is to use u1’s personal data to create recommendations
and deliver results at node 5. u1’s data is stored at node 1. To perform
the task, the planner transfers personal data from node 1 to node 4 to
run the selected process and chooses an intermediary node between
nodes 3 and 7 to deliver the result to node 5. Because the safety level
of node 7 is higher, the ethical checker initially selects a plan that
transfers data through this node. However, just after processing the
data at node 4, the system realizes that, owing to some external inci-
dents, the safety level of node 7 has changed to low. A re-evaluation
is then initiated by the system, and the ethical checker selects the path
that passes through node 3 because it is now safer. In this scenario,
the physical constraints are fixed; however, the properties that affect
the ordering of the ethical checker, and consequently, the selected
plan, are changed. The re-evaluation process demonstrates the func-
tionality of our proposed architecture and the ethical checker com-
ponent in similar situations.

4.4 Scenario legal-replan

In Scenario legal-replan, the planner discovers that a user has rewrit-
ten the permission information in the database during execution.
The legal checker checks the legality again and finds that the cho-
sen plan is currently not allowed. Thus, the planner re-creates
different plans. Specifically, the initial plan selected the dataset
[du21,du23,du26,du27,du28] and the route to obtain data from nodes
2 to 7 via the EU to achieve the goal. However, during execution, the
permission information for du28 was rewritten to prohibit taking the
data out of the EU, which illegalized moving the data through this
route. Therefore, the planner uses another dataset [du22,du23,du25]
to achieve this goal.

5 Experiments and discussions
Tables 4 and 5 show the executed results. All executions were per-
formed using SWI-Prolog (threaded, 64 bits, version 9.0.4) on a com-
puter: Mac Book Air running MacOS 14.4.1, Apple M2, 8 cores,

Table 4. Executed results: CPU time in seconds.
default all-subscription subscription

basecase 1.349094 1.343983 0.465795
precondition-replan 2.80622 2.747913 1.578951
ethical-replan 2.714904 2.704922 1.313285
legal-replan 3.407112 3.370376 0.809458

Table 5. Executed results: the number of interactions.
default all-subscription subscription

basecase 16916 84 25
precondition-replan 50357 140 51
ethical-replan 32760 121 43
legal-replan 41069 157 47

and 24GB memory. All the runs used the same maximum number
of plans, 16. This implies that the planner can create a maximum
of 16 plans. The database information presented in Section 4 was
almost the same; however, some parameters were modified to rep-
resent each scenario. Note that each module can be implemented in
any programming language and installed on different servers as long
as they can communicate with one another, for example, via remote
procedure calls.

In our current implementation, we used SWI-Prolog to run three
modules on a single computer. Therefore, the communication cost
between the modules is minimal. However, these modules could be
distributed across servers, increasing the communication cost be-
tween the modules. In this experiment, the communication cost was
evaluated by counting the number of interactions.

Comparing the default and all-subscription modes, the computa-
tion times were almost equal but the number of interactions in the
all-subscription mode was significantly lower.

In the default mode, the legal and ethical checkers are called when-
ever an action is executed. The all-subscription mode functions sim-
ilarly because an action execution normally changes the truth values
of some fluents, which are subscribed to by both checkers.

Furthermore, in the default mode, the legal and ethical checkers
have to request the planning agent for the truth value of a fluent.
Whereas, in the all-subscription mode, these checkers consult their
own databases and need not consult the planning agent. This signifi-
cantly reduces the number of interactions.

Considering the communication time required for each interaction,
the impact of all-subscription mode is huge. Note that, although the
communication times for interaction are not included in Table 4, it is
possible to estimate them by multiplying the number of interactions
and the approximated unit communication time.

In the subscription mode, the number of unnecessary legal and eth-
ical checks are reduced. Compared with the all-subscription mode,
both the number of interactions and the computation times is lower.
This shows the considerable impact of the subscription mode on the
system efficiency.

In any case, the subscription mode was the most efficient in terms
of number of interactions and computation time.

6 Conclusion

This paper demonstrates the implementation of a planning agent that
smoothly integrates an online planner, a legal checker, and an ethi-
cal checker. Moreover, we compared and evaluated three interaction
modes and found that the fluent subscription technique works well
and significantly reduces the number of interactions and computa-
tion time, which are vital for the smooth and efficient integration of
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these modules. In future, we plan to improve our integration method
for real-time computation of legal and ethical planning.
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Abstract. Although various aspects of soft-constraint based norms
have been explored, it is still challenging to understand preemption.
Preemption is a situation where higher-level norms override lower-
level norms when new information emerges. To address this, we pro-
pose a derivation state argumentation framework (DSA-framework).
DSA-framework incorporates derivation states to explain how pre-
emption arises based on evolving situational knowledge. Based on
DSA-framework, we present an argumentative approach for explain-
ing preemption. We formally prove that, under local optimality,
DSA-framework can provide explanations why one consequence is
obligatory or forbidden by soft-constraint based norms represented
as logical constraint hierarchies.

1 Introduction
In complex situations, norms can conflict, leading to challenges in
normative systems. To address this, several studies have interpreted
norms as soft constraints [6, 15, 16, 22]. Unlike hard constraints,
which must be exactly satisfied, soft constraints are allowed to be re-
laxed, enabling agents to prioritize norms based on the context. This
paper focuses on constraint hierarchies [2], a pioneering formalism
for dealing with soft constraints. Prior work has investigated various
aspects of maintaining norms represented as constraint hierarchies,
including debugging norms based on user expectation [12], revis-
ing norms based on new information [13], and exploring connec-
tions with case-based reasoning [14]. However, a key challenge lies
in understanding preemption. Preemption refers to a situation where
higher-level norms override lower-level norms as more information
becomes available. If preemption is not well-understood, it can un-
dermine trust in the normative system. Imagine a situation where an
agent expects a certain consequence to be obligatory, but it is ulti-
mately forbidden due to preemption. Without explanation, the con-
sequence becomes unexpected and this can erode trust in the system.
Therefore, explaining preemption is critical for building trust in the
system and allowing agents to understand the rationale of the norma-
tive system for handling norms and preferences.

To address this, we present a novel argumentative approach for ex-
plaining preemption. Argumentative approaches are widely used for
∗ Corresponding Author. Email: wacharaf@nii.ac.jp.

explanations in various reasoning domains [4, 20]. Based on abstract
argumentation framework [7], most approaches explored their own
methods to build arguments, such as arguments built from precedent
cases [4] or defeasible rules [19]. This paper proposes a derivation
state argumentation framework (DSA-framework), with arguments
built from derivation states and situational knowledge to understand
preemption. Based on DSA-framework, we can provide explanations
using dispute trees [9]. We formally prove that, if one consequence
is obligatory or forbidden under local optimality, we can always find
an explanation why it is.

This paper is structured as follows. Section 2 describes norm rep-
resentation and some logical structures used in this paper. Section
3 proposes DSA-framework. Section 4 presents preemption expla-
nations based on the proposed framework. Section 5 discusses lim-
itations of the framework and suggestions for future work. Finally,
Section 6 concludes this paper.

2 Preliminaries

In this paper, we consider representing norms as logical constraints.
Let L be a classical logical language generated from a set of propo-
sitional constants in a standard way. We write ¬ for negation, →
for implication, ↔ for equivalence, ⊤ for a tautology, ⊥ for a con-
tradiction, and ⊢ for a classical deductive monotonic consequence
relation. A constraint hierarchy is typically represented as H =
⟨H1, . . . , Hl⟩, where l is some positive integer, and each Hi ⊆ L,
called a level, is a finite subset of logical constraints. In original def-
initions of constraint hierarchies [2], there exists a level H0 consist-
ing of required (or hard) constraints that must be exactly satisfied.
However, in this paper, we consider the level of hard constraints as a
background theory T0 to simplify other definitions. EachHi consists
of preferential (or soft) constraints that can be relaxed if necessary.
A constraint hierarchy is totally ordered, which means that a prefer-
ential level Hi with smaller i consists of more important constraints.

Given a constraint hierarchy H = ⟨H1, . . . , Hl⟩ and a back-
ground theory T0, we also treat H as the whole set of logical con-
straints, that is H =

⋃
i∈{1,...,l}Hi. With a general assumption that

T0 is consistent (i.e. T0 ̸⊢ ⊥), we say H is consistent if and only
if T0 ∪ H ̸⊢ ⊥. For example, given that T0 is empty, ⟨{p}, {q}⟩ is
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consistent but ⟨{p}, {¬p, q}⟩ is not. For Φ ⊆ L, we also say H is
consistent with Φ if and only if T0 ∪H ∪ Φ ̸⊢ ⊥.

Applying the concepts of sub-bases [1] and maximal consistent
sets [21] to constraint hierarchies, we say a constraint hierarchy
H ′ = ⟨H ′

1, . . . , H
′
l⟩ is a sub-base of H = ⟨H1, . . . , Hl⟩ if and

only if H ′ must have the same number of levels as H and H ′
i ⊆ Hi

for every i ∈ {1, ..., l}. For example, ⟨{p}, {q}⟩ is a sub-base of
⟨{p}, {¬p, q}⟩. Let H be a constraint hierarchy, a sub-base space of
H is a pair (∆,≥) where ∆ is the set of all possible sub-bases of
H and ≥ is a partial order over ∆, representing the preference of
soft constraint relaxations. The strict order > associated with ≥ is
defined as δ > δ′ if and only if δ ≥ δ′ and it is not the case that
δ′ ≥ δ (for δ and δ′ ∈ ∆). The maximal element of ≥ is H itself
and the minimal element is the constraint hierarchy with the same
number of levels as H but all of them are empty. Corresponding to
a local comparator in constraint hierarchies [2], we say ≥ is a local
preference when δ ≥ δ′ (for δ and δ′ ∈ ∆) if and only if there ex-
ists k ∈ {1, . . . , l} such that δ′k ⊊ δk and for every i ∈ {1, . . . , l}
i < k implies δ′i = δi. Given a sub-base space (∆,≥), we use the
following notations:

• ∆Φ (for Φ ⊆ L): the set of all sub-bases in ∆ consistent with Φ,
• max(D) (for D ⊆ ∆): the set of all ≥-maximal elements of D.

In our setting, we represent a situation as a consistent set of for-
mulas Π ⊆ L, and we represent a consequence as a formula ψ ∈ L
such that T0 ∪Π ̸⊢ ψ and T0 ∪Π ̸⊢ ¬ψ. Now, we define the concept
of obligation, adapted from [17], as follows.

Definition 1 (obligation). Let T0 be a background theory, H be a
constraint hierarchy corresponding with sub-base space (∆,≥). We
say a consequence ψ is obligatory (resp. forbidden) by H with a
situation Π if and only if, for every δ ∈ max(∆Π) T0 ∪ δ ∪ Π ⊢ ψ
(resp. ¬ψ).

Example 1 (overtaking). Considering the following norms regard-
ing overtaking, prioritized from less important to more important.

1. Generally, drivers should not overtake the other car.
2. If the other car appears obstructed, drivers should overtake the

other car.
3. If the other car is in a danger zone, drivers should not overtake

the other car.

Omitting the background theory in this example, the norms can
be represented as the constraint hierarchy H = ⟨{p → ¬r}, {q →
r}, {¬r}⟩ where p represents "the other car is in a danger zone",
q represents "the other car appears obstructed", and r represents
"drivers should overtake the other car". The constraints are placed in
a different order as constraint hierarchies prioritize constraints from
left to right. There are eight sub-bases ofH , ranked by the local pref-
erence as follows.

1. δ0 = ⟨{p→ ¬r}, {q → r}, {¬r}⟩ = H
2. δ1 = ⟨{p→ ¬r}, {q → r}, {}⟩
3. δ2 = ⟨{p→ ¬r}, {}, {¬r}⟩
4. δ3 = ⟨{p→ ¬r}, {}, {}⟩
5. δ4 = ⟨{}, {q → r}, {¬r}⟩
6. δ5 = ⟨{}, {q → r}, {}⟩
7. δ6 = ⟨{}, {}, {¬r}⟩
8. δ7 = ⟨{}, {}, {}⟩

Suppose the situation is that another car appears obstructed and it
is in a danger zone (Π = {p, q}). We have that ∆Π = {δ2, . . . , δ7}

because δ0 and δ1 are not consistent with Π. We also have that r
("drivers should overtake the other car") is forbidden because δ2 is
the maximal element of ∆Π and δ2 ∪Π ⊢ ¬r.

3 Proposed Framework
To leverage an argumentation framework in the norm structure, we
first define derivation states and derivation state spaces as follows.

Definition 2 (derivation state). Let T0 be a background theory,
δ ⊆ L, π ⊆ L, ψ ∈ L, and Σ = {⊥,+,−, n} be the domain
of derivation states. A derivation state (σ) of ψ with respect to δ and
π is defined as follows.

1. σ = ⊥ if δ is not consistent with π.
2. σ = + if T0 ∪ δ ∪ π ⊢ ψ and T0 ∪ δ ∪ π ̸⊢ ¬ψ.
3. σ = − if T0 ∪ δ ∪ π ̸⊢ ψ and T0 ∪ δ ∪ π ⊢ ¬ψ.
4. σ = n if T0 ∪ δ ∪ π ̸⊢ ψ and T0 ∪ δ ∪ π ̸⊢ ¬ψ.

Definition 3 (derivation state space). Let H be a constraint hier-
archy corresponding with sub-base space (∆,≥), Π be a situation,
and ψ be a consequence. A derivation state space (denoted by Ω) of ψ
with respect to H and Π is the set Ω = {⟨δ, π, σ⟩ ∈ ∆× 2Π ×Σ | σ
is a derivation state of ψ with respect to δ and π}.

Now, we define a DS-argument as follows.

Definition 4 (DS-argument). Let H be a constraint hierarchy cor-
responding with sub-base space (∆,≥) and Ω be a derivation state
space. A DS-argument from Ω is an element ⟨δ, π, σ⟩ of Ω that satis-
fies following conditions.

1. σ ̸= ⊥, that is δ needs to be consistent with π.
2. There is no ⟨δ′, π, σ′⟩ ∈ Ω (π is fixed) such that δ′ > δ and
σ′ ̸= ⊥. In other words, δ is a maximal sub-base of ∆ consistent
with π, or formally speaking, δ ∈ max(∆π).

For a DS-argument ⟨δ, π, σ⟩, we call δ a corresponding sub-base, we
call π a situational knowledge, and we call σ a derivation state.

Table 1 shows the derivation state space of a consequence r with
respect to H from Example 1 and the situation Π = {p, q} to find
all DS-arguments. There are four DS-arguments from this setting:
⟨δ0, {},−⟩, ⟨δ0, {p},−⟩, ⟨δ1, {q},+⟩, and ⟨δ2, {p, q},−⟩, corre-
sponding to the derivation states denoted by asterisks (∗) in the table.

Table 1. Derivation state space in Example 1

π\δ δ0 δ1 δ2 δ3 δ4 δ5 δ6 δ7
{} −∗ n − n − n − n
{p} −∗ − − − − n − n
{q} ⊥ +∗ − n ⊥ + − n

{p, q} ⊥ ⊥ −∗ − ⊥ + − n

Inspiring from abstract argumentation for case-based reasoning
(AA-CBR) [4], this paper proposes a derivation state argumentation
framework (DSA-framework) based on derivation states and incre-
mental knowledge of the situation as follows.

Definition 5 (DSA-framework). Let H be a constraint hierarchy
corresponding with sub-base space (∆,≥), Π be a situation, and
ψ be a consequence with Ω as a derivation state space of ψ with re-
spect to H and Π. A DSA-framework with respect to H , Π, and ψ is
(AR, attacks) satisfying the following conditions.
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1. AR is the set of all DS-arguments from Ω.
2. For ⟨δ, π, σ⟩, ⟨δ′, π′, σ′⟩ ∈ AR, ⟨δ, π, σ⟩ attacks ⟨δ′, π′, σ′⟩ if

and only if

• (change derivation state) σ ̸= σ′, and

• (gain more knowledge) π′ ⊊ π, and

• (concise attack) ∄⟨δ′′, π′′, σ⟩ ∈ AR with π′ ⊊ π′′ ⊊ π.

From Example 1, the DSA-framework with respect to H , the sit-
uation Π = {p, q}, and a consequence r can be illustrated in Figure
1. The arrows represent attacks between arguments.

⟨δ0, {},−⟩

⟨δ0, {p},−⟩ ⟨δ1, {q},+⟩

⟨δ2, {p, q},−⟩

Figure 1. DSA-framework from Example 1

Proposition 1 shows general properties of DSA-framework.

Proposition 1. DSA-framework has the following properties.

1. For every π ⊆ Π (including {} and Π), the DSA-framework has
at least one argument with a situational knowledge π.

2. DSA-framework is well-founded (i.e., acyclic).
3. If ψ is obligatory (resp. forbidden) by H with a situation Π, ev-

ery argument with the complete situational knowledge (Π) has a
derivation state + (resp. −).

4. If an argument ⟨δ, π, σ⟩ attacks ⟨δ′, π′, σ′⟩, δ ̸> δ′.

Proof.

1. Property 1 holds because we assume that the background theory
and the situation are consistent and there exists a minimal sub-base
in the sub-base space, which is the empty constraint hierarchy.

2. Property 2 holds because we derive attacks from subset relation,
which is a partial order.

3. Property 3 follows Definition 1 and Definition 4 since for every
δ ∈ max(∆Π), T0∪δ∪Π ⊢ ψ so every ⟨δ,Π, σ⟩ ∈ AR, σ = +.
The forbidden can be proved analogously.

4. Suppose an argument ⟨δ, π, σ⟩ attacks ⟨δ′, π′, σ′⟩ and δ > δ′.
Since δ is consistent with π and π′ ⊊ π, δ is consistent with π′.
Together with δ > δ′, we can conclude that δ′ /∈ max(∆π′

),
contradicting Definition 4.

Next, we consider a specific condition, called local optimality, de-
fined as follows.

Definition 6 (local optimality). Let T0 be a background theory. A
constraint hierarchy H corresponding with sub-base space (∆,≥)
is locally optimized for a consequence ψ with respect to a situation
Π if and only if the following conditions hold.

1. ≥ is a local preference.
2. Every maximal consistent subset ofH ∪Π is decisive with respect

to ψ, i.e. if S ⊆ H ∪ Π is consistent and no other consistent
S′ ⊆ H ∪ Π such that S ⊊ S′ then either T0 ∪ S ⊢ ψ or
T0 ∪ S ⊢ ¬ψ.

If ψ is obligatory (resp. forbidden) by H with Π and H is locally
optimized for ψ with respect to Π, then we say ψ is locally optimally
obligatory (resp. forbidden).

For example, the consequence r in Example 1 is locally optimally
forbidden because we use the local preference and every maximal
consistent subset is decisive with respect to r. Under local optimality,
we can simplify arguments in DSA-framework based on derivation
states as follows.

Proposition 2. If a consequence ψ is locally optimally obligatory by
a constraint hierarchy H with a situation Π, a DSA-framework with
respect to H , Π, and ψ has the following properties.

1. All arguments with derivation states (n) do not attack any argu-
ments.

2. All arguments with derivation states (n) are attacked by some ar-
guments.

3. All arguments with derivation states (−) are attacked by some ar-
guments.

Proof.

1. Suppose an argument ⟨δn, πn, n⟩ attacks an argument ⟨δ, π, σ⟩.
We have that σ ̸= n and π ⊊ πn. There must be a soft constraint
c ∈ δ \ δn at level l such that T0 ∪ {c} ∪ π ⊢ ψ (if σ = +) or
T0 ∪ {c} ∪ π ⊢ ¬ψ (if σ = −). From Definition 2, we have that
T0 ∪ δn ∪ πn ̸⊢ ψ and T0 ∪ δn ∪ πn ̸⊢ ¬ψ.Therefore, adding
c into the level l of δn gets δ′, which is consistent with πn and
δ′ > δn under the local preference, contradicting the fact that
δn ∈ max(∆πn

) according to Definition 4.
2. Suppose an argument ⟨δn, πn, n⟩ is unattacked, we have two

cases:

(a) ∀⟨δσ, πσ, σ⟩ ∈ AR with σ ̸= n [ πn ̸⊂ πσ or πn = πσ ]:
This case contradicts the fact that DSA-framework has such
⟨δ,Π,+⟩ ∈ AR and no such ⟨δ,Π, n⟩ ∈ AR according to
Proposition 1.

(b) ∀⟨δσ, πσ, σ⟩ ∈ AR with σ ̸= n [ ∃⟨δ′, π′, σ⟩ ∈ AR with
πn ⊊ π′ ⊊ πσ ]: This case contradicts the facts that S =
{π | ⟨δσ, π, σ⟩ ∈ AR and σ ̸= n and πn ⊊ π} is not empty
since ⟨δ,Π,+⟩ ∈ S and πn ̸= Π, S has a minimal element
πσ with respect to the set inclusion, and no π′ ∈ S such that
πn ⊊ π′ ⊊ πσ .

3. Suppose an argument ⟨δ−, π−,−⟩ is unattacked, we have two
cases:

(a) ∀⟨δ+, π+,+⟩ ∈ AR [ π− ̸⊂ π+ or π− = π+ ]: This case
contradicts the fact that DSA-framework has such ⟨δ,Π,+⟩ ∈
AR and no such ⟨δ,Π,−⟩ ∈ AR according to Proposition 1.

(b) ∀⟨δ+, π+,+⟩ ∈ AR [ ∃⟨δ′, π′,+⟩ ∈ AR with π− ⊊ π′ ⊊
π+ ]: This case contradicts the facts that S = {π | ⟨δ+, π,+⟩ ∈
AR and π− ⊊ π} is not empty since ⟨δ,Π,+⟩ ∈ S and
π− ̸= Π, S has a minimal element π+ with respect to the set
inclusion, and no π′ ∈ S such that π− ⊊ π′ ⊊ π+.

Corollary 3. If a consequence ψ is locally optimally forbidden by
a constraint hierarchy H with a situation Π, a DSA-framework with
respect to H , Π, and ψ has the following properties.

1. All arguments with derivation states (n) do not attack any argu-
ments.
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2. All arguments with derivation states (n) are attacked by some ar-
guments

3. All arguments with derivation states (+) are attacked by some ar-
guments.

4 Explaining Preemption

In this section, we focus on explaining preemption with DSA-
framework. Since DSA-framework is a specific type of abstract ar-
gumentation framework, we provide explanations using dispute trees
in the same manner of other abstract argumentation based systems
[4, 8, 9]. Referring to the original abstract argumentation framework
[7], we use a term AA-framework, denoted by a pair (A,R) where A
is a set whose elements are called arguments and R ⊆ A × A. For
x, y ∈ A, we say x attacks y if ⟨x, y⟩ ∈ R. We follow the definitions
of dispute trees in AA-CBR [4] as follows.

Definition 7 (dispute tree). Let (A,R) be an AA-framework. A dis-
pute tree for an argument x0 ∈ A, is a (possibly infinite) tree T with
the following conditions.

1. Every node of T is of the form [L : x], with L ∈ {P,O} and
x ∈ A where L indicates the status of proponent (P ) or opponent
(O).

2. The root of T is [P : x0].
3. For every proponent node [P : y] in T and for every x ∈ A such

that x attacks y, there exists [O : x] as a child of [P : y].
4. For every opponent node [O : y] in T , there exists at most one

child of [P : x] such that x attacks y.
5. there are no other nodes in T except those given by 1-4.

A dispute tree T is an admissible dispute tree if and only if (a) every
opponent node [O : x] in T has a child, and (b) no [P : x] and
[O : y] in T such that x = y. A dispute tree T is a maximal dispute
tree if and only if for all opponent nodes [O : x] which are leaves in
T there is no argument y ∈ A such that y attacks x.

As DSA-framework is an abstract argumentation based system,
similar to AA-CBR [4], we adapt the definitions from AA-CBR to
provide novel explanations for why a consequence is obligatory or
forbidden as follows.

Definition 8 (explanation). Explanations for why a consequence ψ
is obligatory by a constraint hierarchy H with a situation Π are:

• any admissible dispute tree for every argument ⟨δ, {},+⟩ and for
every argument ⟨δ′, π,+⟩ that attacks ⟨δ′′, {}, n⟩, and

• any maximal dispute tree for every argument ⟨δ, {},−⟩ and for
every argument ⟨δ′, π,−⟩ that attacks ⟨δ′′, {}, n⟩.

Explanations for why a consequence ψ is forbidden by a constraint
hierarchy H with a situation Π are

• any admissible dispute tree for every argument ⟨δ, {},−⟩ and for
every argument ⟨δ′, π,−⟩ that attacks ⟨δ′′, {}, n⟩, and

• any maximal dispute tree for every argument ⟨δ, {},+⟩ and for
every argument ⟨δ′, π,+⟩ that attacks ⟨δ′′, {}, n⟩.

Figure 2 illustrates an explanation for why r ("drivers should over-
take the other car") is forbidden byH in Example 1 with the situation
Π = {p, q}. It demonstrates the preemption through the constraint
hierarchy and incremental knowledge of the situation. This explana-
tion can be interpreted into the following dialogue.

[P : ⟨δ0, {},−⟩]

[O : ⟨δ1, {q},+⟩]

[P : ⟨δ2, {p, q},−⟩]

Figure 2. Explanation for why r is forbidden in Example 1 with the
situation Π = {p, q}

P : Generally, drivers should not overtake the other car
⟨δ0, {},−⟩
O : But, the other car appears obstructed in this situation so drivers
should overtake the other car ⟨δ1, {q},+⟩
P : But, the other car is in a danger zone in this situation so drivers
still should not overtake the other car ⟨δ2, {p, q},−⟩

On the other hand, Figure 3 illustrates an explanation for why r is
obligatory byH in the same example but with the situation Π = {q}.
This explanation is now a maximal dispute tree, unlike the previous
explanation, which is an admissible dispute tree.

[P : ⟨δ0, {},−⟩]

[O : ⟨δ1, {q},+⟩]

Figure 3. Explanation for why r is obligatory in Example 1 with the
situation Π = {q}

Proving existence of explanations is based on several notions from
abstract argumentation framework so we recap them as follows.

Definition 9 (from [7]). Let (A,R) be an AA-framework, E ⊆ A,
and x, y ∈ A.

1. E attacks x if some argument z ∈ E attacks x.
2. E defends y if, for every x ∈ A that attack y, E attacks x.
3. E is conflict-free if no x, y ∈ E such that x attacks y.
4. E is admissible if E is conflict-free and E defends every z ∈ E.
5. E is the grounded extension of the AA-framework if it can be

constructed inductively as E =
⋃

i≥0Ei, where E0 is the set of
unattacked arguments, and ∀i ≥ 0, Ei+1 is the set of arguments
that Ei defends.

6. E is a stable extension of the AA-framework if it is a conflict-free
set that attacks every argument that does not belong in E.

7. E is a preferred extension of the AA-framework if it is a maximal
admissible set with respect to the set inclusion.

8. E is a complete extension of the AA-framework if it is an admis-
sible set and every argument that E defends, belongs to E.

Since DSA-framework is well-founded, the extension of the
framework is unique, namely there is only one extension that is
grounded, stable, preferred, and complete [7].

Proposition 4. If a consequence ψ is locally optimally obligatory
by a constraint hierarchy H with a situation Π, an extension E of
DSA-framework (AR, attacks) with respect to H , Π, and ψ has the
following properties.

1. For every ⟨δ, {},+⟩ ∈ AR, ⟨δ, {},+⟩ ∈ E.
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2. For every ⟨δ, {},−⟩ ∈ AR, ⟨δ, {},−⟩ /∈ E.
3. For every ⟨δ, {}, n⟩ ∈ AR,

• if it is attacked by ⟨δ+, π+,+⟩ ∈ AR, ⟨δ+, π+,+⟩ ∈ E; and

• if it is attacked by ⟨δ−, π−,−⟩ ∈ AR, ⟨δ−, π−,−⟩ /∈ E.

Proof.

1. Suppose there is ⟨δ, {},+⟩ ∈ AR \ E, there must be some
⟨δ′, π′,−⟩ ∈ E that attacks ⟨δ, {},+⟩ because E is a stable ex-
tension. According to Proposition 2, ⟨δ′, π′,−⟩ ∈ E must be at-
tacked by ⟨δ′′, π′′,+⟩ ∈ AR. We have ⟨δ′′, π′′,+⟩ /∈ E since E
is conflict-free: In this case, there must be ⟨δ′′′, π′′′,−⟩ ∈ E at-
tacks ⟨δ′′, π′′,+⟩ and inductively we have that there must be some
⟨δ∗, π∗,−⟩ ∈ E that is unattacked, contradicting Proposition 2.

2. Suppose there is ⟨δ, {},−⟩ ∈ E. According to Proposition 2,
there must be some ⟨δ′, π′,+⟩ ∈ AR \ E that attacks ⟨δ, {},−⟩.
Since E is admissible, there must be ⟨δ′′, π′′,−⟩ ∈ E attacks
⟨δ′, π′,+⟩ and inductively we have that there must be some
⟨δ∗, π∗,−⟩ ∈ E that is unattacked, contradicting Proposition 2.

3. For every ⟨δ, {}, n⟩ ∈ AR, there are two cases according to
Proposition 2:

(a) It is attacked by ⟨δ+, π+,+⟩ ∈ AR. Suppose ⟨δ+, π+,+⟩ /∈
E, we can prove in the same manner as 1. that there must be
some ⟨δ∗, π∗,−⟩ ∈ E that is unattacked, contradicting Propo-
sition 2.

(b) It is attacked by ⟨δ−, π−,−⟩ ∈ AR. Suppose ⟨δ−, π−,−⟩ ∈
E, we can prove in the same manner as 2. that there must be
some ⟨δ∗, π∗,−⟩ ∈ E that is unattacked, contradicting Propo-
sition 2.

Corollary 5. If a consequence ψ is locally optimally forbidden by a
constraint hierarchy H with a situation Π, an extension E of DSA-
framework (AR, attacks) with respect to H , Π, and ψ has the fol-
lowing properties.

1. For every ⟨δ, {},−⟩ ∈ AR, ⟨δ, {},−⟩ ∈ E.
2. For every ⟨δ, {},+⟩ ∈ AR, ⟨δ, {},+⟩ /∈ E.
3. For every ⟨δ, {}, n⟩ ∈ AR,

• if it is attacked by ⟨δ−, π−,−⟩ ∈ AR, ⟨δ−, π−,−⟩ ∈ E; and

• if it is attacked by ⟨δ+, π+,+⟩ ∈ AR, ⟨δ+, π+,+⟩ /∈ E.

Proposition 6. If a consequence ψ is locally optimally obligatory by
a constraint hierarchy H with a situation Π, there is an explanation
for why ψ is obligatory by H with the situation Π.

Proof. If ψ is obligatory by H with a situation Π and ψ is local
optimal, every argument ⟨δ, {},+⟩ and every argument ⟨δ′, π,+⟩
that attacks ⟨δ′′, {}, n⟩ are inside the extension of DSA-framework
with respect toH , Π, and ψ and every argument ⟨δ, {},−⟩ and every
argument ⟨δ′, π,−⟩ that attacks ⟨δ′′, {}, n⟩ are outside the extension,
according to Proposition 4. It is proved that there is an admissible
dispute tree for every argument inside the extension and a maximal
dispute tree for every argument outside the extension (see [5, 9]).

Corollary 7. If a consequence ψ is locally optimally forbidden by
a constraint hierarchy H with a situation Π, there is an explanation
for why ψ is forbidden by H with the situation Π.

5 Discussion and Future Work
In section 3, we present an algorithm to find DS-arguments within
the derivation state space. However, finding DS-arguments does not
require exploring the entire space. Instead, we only need to find
maximal sub-bases that are consistent with the current situational
knowledge. The problem of finding such sub-bases is known as Par-
tial MAX-SAT (PMSAT) [3]. PMSAT is a generalization of MAX-
SAT problem [18] and decision versions of both problems are NP-
complete [11]. Several PMSAT solvers have been developed to ad-
dress this computational challenge [10, 11]. Following recent re-
search [16] that explored norms as general constraint hierarchies, the
problem in that setting would be more challenging. This is because
general constraint hierarchies consider error functions that returns
progressively larger values as satisfaction decreases [2]. This allows
degrees of satisfaction rather than true or false, making the formaliza-
tion of sub-bases more difficult than ours. This highlights extending
DSA-framework to handle general constraint hierarchies, along with
other representations of norms, as one interesting future work.

In section 4, we prove that if one consequence is locally optimally
obligatory or forbidden, there is always an explanation for why it is.
Unfortunately, the converse is not true. That is, if there is an explana-
tion for why one consequence is obligatory or forbidden, it does not
guarantee that the consequence is actually obligatory or forbidden.
This behavior can arise due to conflicts between norms. Example 2
demonstrates one type of conflict where two norms within the same
level have opposing enforcements on the same consequence.

Example 2. Considering the constraint hierarchy H = ⟨{p →
¬r, q → r}⟩ and the situation Π = {p, q}.

There are four sub-bases ofH: (a) δ0 = ⟨{p→ ¬r, q → r}⟩ = H
(b) δ1 = ⟨{p → ¬r}⟩ (c) δ2 = ⟨{q → r}⟩ (d) δ3 = ⟨{}⟩ and under
the local preference: δ0 > δ1 > δ3 and δ0 > δ2 > δ3. We have
that ∆Π = {δ1, δ2, δ3} because δ0 is not consistent with Π. We
also have that r is neither obligatory nor forbidden because δ1, δ2 ∈
max(∆Π), δ2 ∪ Π ⊢ ¬r and δ3 ∪ Π ⊢ r. the DSA-framework with
respect to H , the situation Π = {p, q}, and a consequence r can be
illustrated in Figure 4.

⟨δ0, {}, n⟩

⟨δ0, {p},−⟩ ⟨δ0, {q},+⟩

⟨δ1, {p, q},+⟩ ⟨δ2, {p, q},−⟩

Figure 4. DSA-framework from Example 2

There is an explanation for why r is obligatory (Figure 5 left) as
well as an explanation for why r is forbidden (Figure 5 right). How-
ever, r is neither obligatory nor forbidden as we have seen.

[P : ⟨δ0, {p},−⟩] [P : ⟨δ0, {q},+⟩]

[O : ⟨δ1, {p, q},+⟩] [O : ⟨δ2, {p, q},−⟩]

Figure 5. Explanations from Example 2

While this paper demonstrates the ability to explain why a con-
sequence is obligatory, explaining why it is not obligatory remains
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a challenge. This is because non-obligatory consequences can arise
from either intentional permissions within the norms themselves or
conflicts between norms. This highlights leveraging DSA-framework
to automatically detect norm conflicts and explain non-obligatory
consequences as another interesting future work.

6 Conclusion
This paper proposes the derivation state argumentation framework
(DSA-framework) for explaining preemption in soft-constraint based
norms represented as logical constraint hierarchies. The framework
utilizes arguments that incorporate derivation states and the evolving
knowledge of a situation. Under the local optimality, this approach
guarantees explanations for why certain consequences are obliga-
tory or forbidden, based on the properties of arguments within the
DSA-framework and its extensions. Future research directions in-
clude leveraging DSA-framework to explain non-obligatory conse-
quences, automatically detect norm conflicts, and extend its appli-
cability to handle general constraint hierarchies and other normative
representations.
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Abstract. The recently adopted European AI Act mandates many
AI providers to implement data quality and bias mitigation in their
systems in order to safeguard fundamental rights, particularly non-
discrimination. From a computer science perspective, however, the
relevant requirements in the AI Act are not clearly linked to specific
metrics or methods, highlighting the need for concrete interpretation
within real-world applications. This issue might be partially solved
by the formulation of ten harmonized standards which are requested
by the European Commission in order to further specify the technical
requirements and ensure legally compliant implementation in prac-
tice. Notably, the development of these standards is likely to leverage
existing standardization results.

This paper presents a systematic review of all relevant interna-
tional standards to explore how the requirements regarding fairness
and non-discrimination outlined in the AI Act can be operational-
ized on this basis. We extracted from these standards specifications
regarding data quality and bias concepts, guidance for their imple-
mentation and measurement, as well as indications for dealing with
trade-offs between conflicting requirements. Our analysis confirms
two prominent trends: i) group- and accuracy-focused bias measure-
ment, ii) emphasis of the contextual considerations and stakeholder
needs for operationalizing requirements. In addition, we observed a
broad array of bias mitigation approaches, surpassing the AI Act re-
quirements. However, we also identified several weaknesses such as
inconsistencies across different standards. In conclusion, by giving
a comprehensive overview of the current standardization landscape
regarding bias and data quality, pointing out weaknesses therein and
possible ways to address these, our review serves as a valuable re-
source for current standardization efforts in support of the European
AI Act.

1 Introduction
1.1 The role of standards for implementing the

European AI Act

The European AI regulation (AI Act) has recently come into force
[38]. As stated in the first recital, it aims to ensure protection of
health, safety and fundamental rights as enshrined in the EU Char-
ter. This particularly includes the objective of fairness and non-
discrimination (recital 27), which is the focus of this paper. Follow-

∗ Corresponding Author. Email: anna.schmitz@iais.fraunhofer.de

ing the risk-based approach of the AI Act, potential adverse impact
on non-discrimination is of particular relevance when classifying an
AI system as “high risk” (rec. 48) and can also pose a systemic risk
in general-purpose AI models (rec. 110). Furthermore, high-quality
data is cited as a vital lever to ensure that AI systems do “not be-
come a source of discrimination prohibited by Union law” (rec. 67).
Notably, the recitals of the Act form the framework within which the
requirements in the legal text are to be interpreted. The relevant reg-
ulatory requirements with regard to fairness and non-discrimination
in the main part of the AI Act are accordingly closely related to data
quality, see Table 1.

Table 1. Relevant requirements in the AI Act related to fairness and
non-discrimination, extracted from [38].

Subject Requirement Article

training, valida-
tion and testing
data sets of high-
risk AI systems

shall be examined “in view of possible
biases that are likely to [. . . ] lead to dis-
crimination prohibited under Union law,
especially where data outputs influence
inputs for future operations”

10,
2.f)

“appropriate measures to detect, prevent
and mitigate possible biases [shall be]
identified”

10,
2.g)

“shall be relevant, sufficiently represen-
tative, and to the best extent possible,
free of errors and complete in view of
the intended purpose”

10,
3.

instructions for
use for deployers
of high-risk AI
systems

shall contain “when appropriate, [the AI
system’s] performance regarding spe-
cific persons or groups of persons on
which the system is intended to be used”

13,
3.b.v)

high-risk systems
that continue to
learn during oper-
ation

“eliminate or reduce as far as possi-
ble the risk of possibly biased outputs
influencing input for future operations
(‘feedback loops’)“

15,
4.

Documentation
of general-
purpose AI
models

shall contain information on “the data
used for training, testing and validation
(. . . ) including the type and provenance
of data and curation methodologies” as
well as „methods to detect identifiable
biases, where applicable“

Annex
XI,
Sec.
1,
2.c)

Technical standards create a basis for quality assurance and as-
sessment of AI systems. Following alignment with the new legisla-
tive framework, also European product legislation emphasizes con-
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formity assessment based on standards by accredited bodies as a
common tool for internal market surveillance [36, 32]. Standardiza-
tion correspondingly plays a key role for the implementation of the
AI Act, both with respect to “high-risk” AI use cases and general-
purpose models. Specifically, it can describe technical solutions to
ensure compliance with the AI Act (see rec. 121 and Article 40 [38]).
So-called "harmonized" standards which are adopted by the Euro-
pean Commission (EC) and published in the Official Journal of the
EU [39] can be particularly effective in operationalizing the technical
requirements contained in the AI Act. While compliance with harmo-
nized standards is not mandatory, it does give rise to a presumption
of conformity with the regulatory requirements covered (see Art. 40
and 41 [38]) and therefore offers greater legal certainty and is cheaper
than other ways of demonstrating conformity [35, 32, 55].

The two European standardization organizations1 CEN and CEN-
ELEC have set up the joint committee JTC 21 which is actively work-
ing on standardization deliverables in support of the AI Act as re-
quested by the EC [37, 60]. The requirements in the AI Act related to
fairness and non-discrimination will most probably be covered in the
context of data governance and data quality, and possibly risk man-
agement, accuracy and robustness. It is anticipated that the efforts by
JTC 21 will leverage existing results from international AI standard-
ization [60, 59]. However, the adoption of the requested standard-
ization deliverables as harmonized European standards depends on
their ability to capture viable technical solutions and state-of-the-art
practices ensuring compliance with the objectives of the AI Act [40].
Should there be concerns regarding safety or fundamental rights, for
example, the EC may itself define so-called "common specifications"
(see Art. 41 [38] and [35, 32]). In order to ensure the success of the
current standardization work – namely, offering providers and users
concrete, practical methods and criteria for implementing conformity
with the AI Act requirements – it is therefore essential that the de-
liverables are consistent with and sufficiently safeguard (according
to the state of the art) fairness and non-discrimination. To contribute
a useful baseline, we aim to understand through a systematic analy-
sis what content and guidance the existing standards provide in this
regard.

1.2 Necessity and research questions for a systematic
review of standards

The operationalization of fairness must take the entire life cycle into
account: This includes defining a concept of fairness and identifying
attributes by which potential discrimination must be avoided, exam-
ining data and models for bias, and monitoring application dynamics
during operation, among other things [52, 29, 31, 57]. Furthermore,
AI systems are typically embedded in organizations and specific ap-
plication contexts, so that organizational and procedural measures
also play an important role in ensuring fairness. These include, for
example, the involvement of stakeholders in mapping the notion of
fairness to specific metrics, options for complaints or redress, and the
composition of diverse development teams [48, 50, 31, 29, 57].

As far as technical implementation is concerned, the requirements
for data quality and bias mitigation in the AI Act (see Table 1) are
broadly defined from a computer science perspective and, especially,
not clearly linked to specific metrics or technical measures. Con-
cretization of these requirements must be based on the specific AI
application context [40, 35, 43]. However, various implementation
and measurement methods exist which can differ greatly in their ef-

1 See 3.1 for a brief overview on standardization (organizations).

fects on the data, model quality, and bias mitigation.2 This raises the
question for developers and providers of regulated AI systems, as to
which interpretation of the requirements is best aligned with the ob-
jectives of the AI Act. Further clarification of the fairness-related
requirements and their targets of evaluation is needed. Overall, it
would be desirable to identify specific measures for individual AI
use cases with which the requirements can be achieved. It would also
be helpful to be able to objectively determine the degree of confor-
mity, ideally by using quality metrics. In the case of bias detection
and mitigation decisions, however, these are normative questions in
particular, which are not answered in the computer science literature.
This leads us to the first research question (RQ) which aims to gain
an insight into the content of the upcoming harmonized standards.

RQ1: To what extent are the fairness-related requirements in the
AI Act substantiated by existing standards, in the sense that a more
precise explanation or concretization of target concepts is provided?

Moreover, the available state of the art for detecting and mitigat-
ing bias should be leveraged as widely as possible in order to ensure
legally compliant implementation in practice with regard to fairness
and non-discrimination. In this respect, the focus of the fairness-
related requirements on data quality may be a potential weakness
of the AI Act.3 Notably, there are no universal or generalizable find-
ings on the exact effects of data quality measures in terms of mitigat-
ing model biases (nor on interactions with other model requirements
such as accuracy, see below). In contrast, the literature shows that
the effectiveness of different data pre-processing methods to avoid
model biases varies and that these are rarely completely prevented
or only in rare cases completely eliminated. The examination and, if
necessary, mitigation of biases across different development phases
such as design and modeling, on the other hand, are additional key
building blocks to safeguard against undesirable biases. Harmonized
standards can be an opportunity to emphasize this more clearly.

Furthermore, conflicts may arise between different requirements
in the AI Act but it leaves largely open as to how these should be
weighed up. Still, prioritization and trade-offs between system re-
quirements often have to be made in the development process, which
then significantly influence the choice of mitigation strategies for
risks and thus the overall safeguarding of the AI application [58].
One specific example is the relationship between freedom from er-
rors and bias mitigation.4 Several measures against biases are based
on the modification of the training data (e.g. by creating new data
representations or changing labels in the data). Furthermore, their ap-
plication typically also influences the accuracy of the resulting model
if it is operated or tested on (unchanged biased) real data. It remains
unclear whether modifications of the underlying data are permissible
if this yields better bias reduction than other mitigation methods, for
example, and how potential interactions between accuracy and free-
dom from bias should be weighed up. Corresponding guidelines are

2 For example, potentially conflicting interpretations exist of data representa-
tiveness. One related concept is the similarity of the distributions of training
and production data, another is the broadest or most diverse possible cov-
erage of different groups or segments of the application domain. While the
first can strengthen model performance within the production distribution
(as the model learns majority groups particularly well), the latter can im-
prove model quality for marginalized groups and reduce "overfitting". For a
comprehensive literature survey of the operationalization of data relevance,
completeness, representativeness, “freedom from errors”, and bias exami-
nation in AI systems, see section VI.4. in [40].

3 For a detailed discussion, please refer to section VIII.1. in [40].
4 For high-risk systems, the AI Act requires freedom from errors with regard

to the data (Article 10) and the model in the sense of an "appropriate level
of accuracy” (Article 15). For a detailed discussion of the potential conflict
with bias mitigation, please refer to section VIII.2. in [40]
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currently missing that may ensure legally compliant implementation
in practice. The described weaknesses of the AI Act lead us to the
second research question.

RQ2: To what extent do the existing standards provide (sufficient)
safeguards and technical solutions for fairness and bias mitigation
in AI systems?

In this paper, we present the results of a systematic review of stan-
dards that we have conducted in order to address the two research
questions outlined above. Based on the review, we aim to understand
in advance how the requirements in the AI Act with regard to fairness
and protection against discrimination could be operationalized on the
basis of existing standardization results. In this way, we provide an
outlook on the possible content of upcoming harmonized standards
and, at the same time, help to identify and address possible gaps or
inconsistencies with the orientation of the AI Act at an early stage.

2 Related Work

Bias and data quality is an active field of research. The related
work encompasses several surveys that compile and structure the
state of the art in terms of metrics and implementation methods
[52, 62, 29, 42, 40], as well as systematic reviews of existing guide-
lines and frameworks for trustworthy AI [31, 48, 51, 58]. These
overviews are particularly valuable in identifying common elements,
best practices and possible gaps in the various technical approaches.
Furthermore, there is relevant interdisciplinary work that examines
selected technical standards or methods with regard to conformity
with EU law and analyses alignment challenges, in part specifically
for fairness requirements [44, 63, 46, 45, 47, 41]. More fundamen-
tally, there is also research on the role and processes of standardiza-
tion with regard to the operationalization of certain aspects of the
AI Act, in particular investigating their legitimacy and ability to en-
sure ethical requirements and fundamental rights (e.g. in terms of the
stakeholders and expertise involved) [43, 55, 50, 30, 35]. However,
to the best of our knowledge, there has been no systematic analysis
of which of the existing definitions and measures for bias and data
quality are actually reflected in current standards.

In addition, we identified some interesting non-peer-reviewed re-
sources that are related to our work. The report [60] analyzes the
existing standards considered by JTC 21 as part of its preliminary
AI standardization work plan with regard to their coverage of the
European Commission’s draft standardization request. Especially, it
points to alignment challenges such as the risk notion used in inter-
national standards with the risk notion in the AI Act.

Besides that, we identified several relevant reviews of standards.
The report [54] provides a "standardization landscape". Its analysis is
to a large part conducted by deriving keywords from the „high-risk“
requirements in the draft AI Act and calculating an operationalization
index based on the co-occurrence of these keywords in each standard.
The report further records characteristics such as domain generality
and maturity of a standard, that may indicate its suitability for op-
erationalizing the AI Act requirements. As a result, it shows which
standards are particularly relevant for each “high-risk” requirement
and what gaps exist (in terms of a lack of standards that mention es-
sential topics). An “Update” of this Standardization Landscape was
published in 2023 that deals with eight selected IEEE standards [61].
The analysis of these standards is based on expert judgement and
covers additional criteria such as “AI coverage” and “fit within stan-
dardization landscape”. For three standards with the highest coverage
of AI Act requirements, the report discusses how they may comple-
ment relevant ISO/IEC standards and provides a dedicated section

on bias, see 5.1 in [61]. The review [28] categorizes AI standards ac-
cording to their relevance for selected AI application domains such as
HR- and talent management and also addresses non-discrimination.
Lastly, standardization roadmaps e.g. [33] and other reports based on
the consultation of standardization experts e.g. [27, 53] also provide
overviews of existing standards.

While the aforementioned reviews are not fully systematic, they
highlight the need for research, identify gaps and potential for stan-
dardization, and formulate recommendations in this regard. Also,
they are broader in scope and their research question is more gen-
eral compared with the review presented in this paper. Specifically,
our analysis focuses on fairness-related requirements and, instead of
examining whether all aspects of these requirements are mentioned
or discussed in principle in the existing standards, we analyze the
quality and the way in which they are discussed or specified.

3 Method
The study has been undertaken as a systematic review of stan-
dards based on the guidelines for systematic reviews as proposed by
Kitchenham [49]. For simplicity, we use the term „standard“ in the
following to summarize different types of standardization documents
(published by a standardization organization), such as technical stan-
dards, technical specifications, technical reports and draft versions of
standards currently under development.

3.1 Scope of the review

To justify our approach of selecting relevant standards, we start with
an overview of standardization and its main actors. From a European
perspective, standardization work can be carried out at national, Eu-
ropean and international level, depending on its relevance (e.g. eco-
nomic) and target group. In all three scenarios, the standards are de-
veloped by experts from national standardization organizations, who
may be send by their organizations to work at higher levels. The ma-
jor organizations which provide valid standards (i.e., developed in
a consensus-based process with stakeholder participation) are CEN,
CENELEC and ETSI at European level and ISO, IEC and ITU at in-
ternational level. In addition, there are several international consortia
(e.g. IEEE, CSA, OGC) that develop relevant technical specifications
or industry standards while not in a fully consensus-based process.
For a comprehensive overview of the players and interrelationships
in standardization, please refer to section 3.2 and Table 15 in [33].

The central body for European AI standardization is the joint com-
mittee CEN/CENELEC JTC 21 “Artificial Intelligence”. In particu-
lar, CEN and CENELEC were mandated by the European Commis-
sion to develop ten standardization deliverables in support of the AI
Act [37] and the work of these deliverables is coordinated within
JTC 21 [33, 60]. It is anticipated that JTC 21 will leverage results of
existing international standardization efforts to address the request
[60, 59]. Notably, valid international standards bear the advantage
that their content is already internationally aligned. Since ETSI is
excluded from the Commission’s request [37], we only consider the
European standards bodies of CEN and CENELEC in scope of this
review. As ITU is the analog of ETSI at international level [33], we
therefore only consider international standards by ISO and IEC.

Having determined the relevant bodies, we finally narrow down
the type of the standards we aim to analyze. Firstly, we naturally
focus on such standards that contain specifications or guidance with
respect to (some aspect of) the fairness-related requirements in the AI
Act. As explained in 1, this especially comprises data quality for AI
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systems, assessment, testing and mitigation of bias in data or models,
as well as prioritization or trade-offs related to bias mitigation and
other AI trustworthiness requirements. Notably, the AI Act pursues
a horizontal approach, meaning that its requirements are supposed
to be applied to AI systems regardless of the specific use case or
domain in which they are deployed. Therefore, we secondly exclude
all standards which refer to specific domains or use cases.

3.2 Search process and selection of standards

In order to identify standards that may operationalize the fairness-
related requirements in the AI Act, we conducted a keyword search.
We used Nautos to this end, which is a standards management and
search service. It comprises, among others, filtering options for reg-
ularly updated versions of the entire bodies of European standards,
ISO and IEC standards [34], thus covering our scope as described
in 3.1. We used 11 keywords (and combinations) for the search.
The keywords are in part derived from our research questions (i.e.,
AI bias, risk, assessment, data quality, trade-off) and complemented
with more general keywords associated with the topics of AI fair-
ness and bias (i.e., AI quality, trustworthiness, impact, evaluation,
fair, ethic) in order to identify all standards possibly relevant to the
research questions, even if they use different wording. All search re-
sults were manually filtered based on title and abstract to determine
whether they fall within our scope. In particular, we excluded non-
horizontal documents which refer to specific use cases (e.g. biomet-
ric identification, image recognition) or domains (e.g. health-care).
A dedicated quality assessment during the search and selection pro-
cess as suggested in [49] was not conducted, since we aim to review
all relevant, existing standards. Our research questions relate pre-
cisely to the quality of the content of the identified standards, see 4.
The search and selection of standards was conducted and completed
in March 2024. Eventually, 35 standards were selected for in-depth
analysis and data extraction.

3.3 Data extraction and analysis

As a basis for analyzing the content of the standards with regard to
RQ1, we extracted from each standard any:

• Specifications of the bias notion; definition of target concepts for
bias mitigation,

• Specifications of data quality; definition of target concepts for rep-
resentativeness, relevance, freedom from errors, completeness,

• Guidance or instructions for the selection of (bias or data) metrics.

Regarding the analysis of RQ2, we recall that this is motivated
in 1.2 by the focus of the AI Act on data quality as a specific lever
to mitigate biases. This naturally emphasizes the data as main sub-
ject and the inception and training of an AI system as main lifecy-
cle stages where mitigation measures should be taken. However, the
state of the art is much broader (see 1.2 and the references in 2) and
conflicts between bias mitigation and other system requirements may
need to be dealt with. In order to investigate RQ2, we therefore ex-
tracted from each standard the information it provides on:

• Subject of the measurement or testing of bias (e.g. data, model)
• Stage/phase in the AI life cycle in which the (bias or data quality)

measurement or evaluation should be carried out
• Subject of the bias mitigation measures (e.g. data, model)
• Guidance or instructions for the selection of implementation mea-

sures (for bias mitigation or data quality)

• Stage/phase in the AI life cycle in which the (bias or data quality)
measures should be implemented

• Guidance on trade-offs between requirements or on their approval

To synthesize and evaluate the manually extracted information, we
used a tabular representation. We also took into account the different
categories of standards e.g. whether they are AI-specific standards
or standards from the classic context of software engineering or IT
products, or whether they relate specifically to bias, data quality, gen-
eral AI development/management processes or even originate from
the safety/robustness context.

3.4 Limitations

JTC 21 can of course incorporate its own content to the standard-
ization deliverables, for example contributed by European national
activities, and does not necessarily have to draw on standards which
are internationally aligned already. It is a natural limitation of this
review that this cannot be anticipated by the review itself. Another
limitation which affects the presentation and easy traceability of our
results is that the standards analyzed are not freely accessible for
copyright reasons [30, 53].

4 Results
We first summarize in 4.1 our findings regarding the specification of
bias and data quality concepts in the existing standards according to
RQ1. With regard to RQ2, we then outline in 4.2 the guidance we
have identified for their implementation, including prioritization in
the case of conflicting requirements.

4.1 Specification of target concepts

We have discerned two overarching trends within the current stan-
dards regarding the process of defining specific requirements for bias
mitigation and data quality. Firstly, there is a consistent emphasis on
the importance of consulting or at least considering various stake-
holders in the identification of requirements [4, 1, 3, 24, 17, 18, 22,
12, 22, 26, 16]. Secondly, there is a consensus that the application
context and domain (comprising factors such as the operating con-
ditions and target population) must be taken into account when de-
termining what constitutes bias in an AI system and selecting ap-
propriate metrics [4, 1, 24, 26] . Similarly, the specific data quality
characteristics depend on the particular purpose and context of use
[1, 10, 20, 22, 12, 24] . In the following subsections, we go into more
detail on the notion of bias and the requirements of "freedom from er-
rors", completeness, relevance, and representativeness of data stated
in the AI Act, see Table 1.

4.1.1 Bias

The "systematic difference in treatment of certain objects, people,
or groups in comparison to others" is the predominant definition of
bias in ISO/IEC standards, see Table 2. Only some additional (non-
defining) explanations put more emphasis on the impact of bias on
the individual (e.g. in [4] or in the annex of [26] which requires
a "denial of opportunity and/or assignment of an undesirable out-
come for the user" so that a system is biased). Beyond a general bias
definition, many standards additionally describe various, more spe-
cific types, sources and impacts of bias [4, 1, 3, 15, 26]. Here, in
many instances a connection with data characteristics such as repre-
sentativity and coverage is established (e.g. sampling bias, selection
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bias, unequal representation of different scenarios or input conditions
[4, 1, 25]). Moreover, demographics such as age, sex or residence,
as well as ethnicity are repeatedly cited in the relevant standards as
concrete examples of such biases. Still, "at-risk groups" can also en-
compass features not overtly evident in the data [4, 1], or a combina-
tion of multiple sensitive features which is referred as "intersectional
fairness" [4]. Overall, the existing standards show a clear emphasis
on the concept of group-fairness [62] to identify or measure biases
[4, 1, 5, 8, 24, 18]. In addition, decreased accuracy or functional cor-
rectness of the AI system (for different groups) is consistently men-
tioned as a major or even main issue of bias [1, 13, 5, 17, 25, 8, 4],
which further indicates a tendency towards performance-/accuracy-
related fairness-concepts. Even with respect to ensuring equal alloca-
tion of opportunity [18, 26], the equal opportunity metric described
in [4] essentially requires for a classification model that its true posi-
tive rates are equal across demographic groups. Few standards high-
light other target concepts for bias mitigation, such as demographic
parity [4] or the minimization of stereotyping [18, 4].

Table 2. Bias definitions in existing standards

„systematic difference in treatment of certain objects, peo-
ple, or groups in comparison to others“

[4, 1, 13,
8, 19]

"favouritism towards some things, people or groups over
others“

[5]

"measure of the distance between the predicted value pro-
vided by the ML model and a desired fair prediction"

[15]

4.1.2 Data quality

Data quality in the context of software products is defined as the
"degree to which the characteristics of data satisfy stated and im-
plied needs when used under specified conditions" [10]. The AI Act
requirements of "freedom from errors" (in terms of accuracy) and
completeness of data have already been established in this conven-
tional data quality model [10]. Representativeness and relevance, in
contrast, have only become important in AI-specific standards,5 see
in particular the 5259 series of standards on data quality for Machine
Learning [20, 21, 22, 23]. It is worth noting that the definition of data
quality is also changed in AI-specific standards to "characteristic of
data that the data meet the organization’s data requirements for a
specified context" [20, 1]. Moreover, some standards on AI have ex-
tended the conventional data quality characteristics with additional
interpretations (e.g. completeness in the sense of “data coverage”),
as explained below. Lastly, although standards do exist that describe
metrics or measurement functions for data quality properties [21, 11],
it should be remarked that these typically still need to be tailored to
the specific context of use. For instance, as a measure of feature rele-
vance, the ratio between the number of features deemed relevant and
the total number of features in the dataset is cited [21]. The following
paragraphs give an overview of further explanations and interpreta-
tions that we identified in our review with respect to each of the four
requirements.

"Freedom from errors" is treated in existing standards in terms of
data accuracy. This is specified as the degree to which data values
"correctly represent the true value of the intended attributes" [10] or,
simpler, to which each data item has "the correct data value" [21]. AI-
specific standards consistently emphasize the labels and the labeling
process as a major subject of errors [4, 23, 15, 25, 19]. Taking into

5 Similar to other characteristics such as data balance, coverage, and various
types of data bias as outlined in 4.1.

account that there might be uncertainty about the "true" value of a
data item, quantification approaches such as the inter-annotator vari-
ation are suggested [19]. In addition, data accuracy can be affected by
timeliness [4, 1] and outliers [10, 11, 2]. Especially, [2] mentions dif-
ferent sources for inaccurate data such as measurement and recording
errors, and elaborates on the relationship between errors and outliers
and their potential effects on the accuracy of a model.

Completeness of data is predominantly described in the classical
sense as the opposite of missing values e.g., within data records, fea-
tures or labels [4, 1, 10, 11, 21, 15]. In addition, completeness can
be considered at the level of features i.e., whether critical features
are generally missing in the dataset [19, 11], and, similarly, at the
level of records [11]. Other interpretations of completeness we iden-
tified, refer to i) the coverage of all "expected" data values [11] (e.g.
whether records in a creditscoring dataset cover all possible income
cohorts), as well as ii) the "expected" occurrence of a given data
value for the domain [21] (e.g. whether the proportion of female
records is as expected for loan applications). The first corresponds
to the concept of domain coverage, requiring a complete as possible
context description from which training or test data can be derived
to include all relevant scenarios [13, 3, 25]. The second refers to the
data distribution. Notably, several standards point to connections be-
tween completeness and representativeness of data through formu-
lations such as „complete (broad and varied) to be representative of
the expected production data“ [24], or „incomplete representation of
input domain is tied to data drift“ [25]. However, a clear and con-
sistent specification of this connection is not recognizable across the
reviewed standards (see also the last paragraph).

Relevance as a data property is the least clearly specified of the
four considered AI Act requirements. Only [21] gives an explicit
definition of data relevance as "the degree to which a dataset (...)
is suitable for a given context". Beyond that, the term is mainly ex-
plained implicitly or by way of example, whereby we have identified
three basic interpretations across the various standards. Firstly, rel-
evance is mentioned in the context of (global) feature importance
and feature selection with the aim that features facilitate good pre-
dictive power for the AI system [21, 4, 3]. In this respect, statistical
correlation tests of features with the target variable [21] and feature
selection methods such as different types of regression or random
forests are mentioned [4]. Second, in the context of robustness- or
safety-specific standards, feature relevance is also considered locally
in terms of which inputs are most significant for the model output
[7, 25]. This interpretation falls into the area of explainability meth-
ods (e.g. heatmaps), which can be used for model validation. The
third interpretation relates to entire data sets and aims to ensure that
an ML model learns all "relevant content" in relation to the context
of use and that this can be tested [19, 6] . Relevance here means that
the data spans the target distribution and covers all critically impor-
tant scenarios that can be expected during operation (e.g. relevant
adversarial examples, attacks, or distributional shifts) [6] . While no
general measurement approaches are pointed out in this regard, refer-
ence is made to human assessment of relevance and techniques using
intermediate representations [6].

Representativeness is distinguished as one of the most crucial data
properties for Machine Learning [20]. It is defined as the degree to
which the dataset reflects the target population under study, with AI-
specific standards interpreting this predominantly in terms of the re-
flection of production data [21, 7, 5, 20, 1, 24, 15, 19]. On the one
hand, several standards refer specifically to distribution properties
in this respect or suggest comparing the distributions of training or
test data and production data [1, 24, 15, 19, 25]. In addition, the
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data sampling and selection procedures are mentioned as potential
sources of non-representativeness and model bias, e.g. if the data are
not sampled uniformly at random [4, 23, 1]. On the other hand, sev-
eral standards pay attention to the coverage of all important attributes
and different groups of the population represented in the production
data e.g. geographical or demographic [23, 8, 18, 1, 21]. Thus, unlike
the similarity of distributions, the proportion of attributes in the data
compared to all relevant attributes of the population is also described
as a measure of representativeness [21]. Especially, [1] associates
the notion of representative training and test data with the aim to
achieve and verify "an acceptable level of functional correctness for
the target population". Similarly, the formulation of representative-
ness is also used in relation to the operational domain of use, which
is likewise characterized by attributes of the environment in order to
capture the input space on which the AI system is supposed to work
well [17, 7, 25]. In this spirit, some standards mention the devia-
tion from the operational distribution (e.g. up-sampling of underrep-
resented groups in the training data) as a possible measure for reduc-
ing model bias [4, 20, 15] and indicate that representativeness can
be affected by data balance (i.e., even distribution of label-values or
samples accross groups) [1, 21, 6]. In synthesis, the objective of bias
mitigation through representative data can mean, according to some
standards, that certain groups should be represented more strongly
in the training data if this enables a more balanced performance of
the model on all relevant groups. In many cases, however, this could
contradict the similarity of training and production data distributions,
as described in other standards under the term representativeness. Fi-
nally, we have identified a last interpretation in the sense of "rep-
resentative examples" [19, 26], which is largely independent of the
concepts already discussed. Here, representativeness is seen as an
approach to explainability in order to mark data points that provide
an insight into the nature of the (training or operational) data or il-
lustrate typical errors of the model for human reviewers. Overall, we
have extracted various concepts of representativeness from the stan-
dards and there is currently no consistent direction for implementing
this property. Harmonized standards therefore have the potential to
create much more clarity for providers, for example by further speci-
fying which representativeness concept is most suitable for which AI
technologies or tasks, see 5.

4.2 Guidance on implementation

Compared to the data focus of the AI Act, the existing standards pay
additional attention to the mitigation and examination of biases in the
AI system itself. Moreover, trade-offs between specific requirements
are barely discussed, but some guidance is provided on requirements
identification and acceptance, predominantly in the sense that stake-
holders may be involved in the process in some way but not necessar-
ily in the final approval. The following sections give more detailed
insight into the corresponding explanations in the relevant standards.

4.2.1 Methods and Measurement

Regarding the mitigation of biases, the relevant standards provide a
broad overview of various implementation approaches with different
target entities across the life cycle; for a list of specific methods, see
particularly [4, 1]. The overall picture of the existing standards makes
evident the need to consider bias mitigation in inception, design and
data preparation including labeling [4, 1, 8, 24, 15, 25], in the train-
ing algorithm and modeling [4, 1, 5, 8, 25, 26], in the post-processing
of trained models [4, 1], as well as during operation e.g. in the form

of re-training or re-engineering of an AI system [1, 24, 17, 15, 25].
It is also noted that the removal of sensitive features usually does
not provide sufficient mitigation, for example due to proxies in the
data [24, 15, 4]. Lastly, while the standards typically summarize (es-
tablished) approaches and procedures according to the state of the
art, we have also identified two aspects in which further specifica-
tion would be helpful. First, FMEA or PFMEA with regard to bias
is mentioned in two standards [9, 25], while it is not obvious from a
computer science perspective how to break to down biases and their
effects to the (smallest) component-level of an AI system (e.g. a neu-
ron) nor how to interpret the outcome of this [56, 57]. Second, one
standard states that being transparent about bias instead of removing
it may be a possible mitigation measure [15]. In this aspect, it is ques-
tionable whether this is consistent with the objectives of the AI Act
and it would be helpful to clarify through harmonized standards the
extent to which this interpretation may be permissible, for example
due to trade-offs with other system requirements 4.2.2.

The implementation of data quality is naturally described in the
context of data preparation and system development (e.g. adapta-
tions to the test data) [1, 20, 22, 23, 13, 5, 9, 24, 17, 25, 19, 2, 26]
and only few standards mention a potential need for quality im-
provement measures during operation [13, 25]. In addition to con-
ventional categories of data quality measures (e.g. data cleaning, re-
moval of duplicates or outliers, imputation of missing values, etc.)
[20, 23, 5, 24, 17, 15, 19, 2], specifically the augmentation of data
[22, 25, 24, 23, 4, 1, 13], as well as the possibility to remove missing,
faulty or biased data [26, 24, 2, 23, 20, 4, 1] are consistently men-
tioned in the relevant standards. Furthermore, the visualization of
data, e.g. to identify outliers and potential errors [20, 2], and human
review of the data quality requirements are suggested [22, 18, 15, 2].

Also regarding the examination in view of possible biases, the
existing standards overcome the data focus of the AI Act. Clearly,
the data is frequently mentioned as one target of bias evaluation
[1, 8, 9, 24, 18, 15, 25, 23] and some standards specifically high-
light the labels in this regard [1, 23]. In addition, another emphasis
in the bias testing is consistently on the AI system and its outputs
[4, 1, 13, 5, 8, 24, 15, 17, 18, 3], with [1] highlighting that the whole
system as well as individual components may be considered. In par-
ticular, some standards even focus on the model as the target of bias
examination (e.g., [13, 5], and [4] which specifies concrete metrics
only with respect to model outputs). Correspondingly, the measure-
ment of bias is consistently required throughout development and
operation (i.e. monitoring) [4, 1, 13, 5, 8, 9, 24, 17, 15, 25, 3],
with less emphasis on the measurement during the inception stage
[1, 24, 15, 25].

The measurement of data quality characteristics (certainly over-
lapping with data bias measurement) is, again, naturally mentioned
with respect to the stage of data preparation i.e., prior to modeling
[10, 11, 5, 25, 19, 2, 20, 21, 22, 23], but also in the context of AI
development [21, 22, 23, 25, 19], This leaves open to a certain ex-
tent, whether all aspects of data quality can and should be evaluated
independently from the resulting AI system. Furthermore, some stan-
dards point to the monitoring of data properties during operation e.g.
with regard to distribution shifts [22, 25] .

4.2.2 Trade-offs and approval

Among the reviewed standards, we identified few direct references
to potential conflicts between different AI system or data properties
[4, 22, 21, 12, 5, 14, 13, 15, 26]. Although some specific examples of
trade-offs are given, such as bias-accuracy trade-offs [5], guidance or
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considerations are described only sporadically that could be used to
address them in relation to specific system requirements. Especially
in the context of data quality requirements, prioritization is suggested
according to the organization’s objectives and business needs (or the
user’s needs which is typically the organization) [21, 20, 1, 11]. In
addition, the effort, cost and impact for data quality measures should
be considered e.g., with respect to maintenance or necessary rework
in the future [21, 12]. Likewise, the AI risk management standard de-
scribes a prioritization of mitigation measures based on the risks to
organizational objectives, as well as risk-benefit analyses [3]. Other
standards, by contrast, propose to include stakeholders in the defi-
nition and prioritization of requirements [12, 1, 24], or to prioritize
requirements based on the identified (general) risk [26].

In addition to these directions and considerations for trade-offs,
we also analyzed how the standards specify the approval of require-
ments. Regarding the involvement of stakeholders, [12] and [26] pro-
vide most comprehensive guidance among the standards subject to
our review. In particular, [12] includes a stakeholder-target matrix
and additional references regarding stakeholder requirements elici-
tation, and requires approval of the data quality requirements by all
stakeholder groups (notably, a similar requirement exists also with
respect to data bias analyses in [9]). Also [26] includes detailed
process-level guidance on stakeholder involvement for the elicitation
of relevant values, as well as on considerations regarding feasibility.
However, an ethics expert does not necessarily need to be involved
for achieving compliance with the standard, but it defines the role
of a "top management champion" who resolves conflicts and prior-
itizes values. Final approval is subject to management and selected
stakeholders. Similarly, the requirement of management approvals
and sign-offs regarding AI properties can be found in other standards
[17, 18]. Lastly, several standards suggest ethical review boards or
procedures to be responsible for acceptance decisions [4, 16, 8].

5 Conclusion

Based on our analysis, the body of relevant standards provides use-
ful definitions and a variety of technical solutions and processes that
users can apply to identify and mitigate biases in their AI systems.
We consider it particularly beneficial that the existing standards go
beyond the focus on data quality as set out in the AI Act and also
highlight model outputs and the overall AI system as crucial objects
of bias measurement and mitigation. Regarding the operationaliza-
tion of the AI Act with the stated aim of protecting against discrimi-
nation, we have also identified some aspects in which further clarifi-
cation by the regulator itself or through harmonized standards would
be desirable.

With regard to the specification of target concepts, we have rec-
ognized a tendency towards group- and accuracy-based approaches.
Group-fairness metrics represent a natural (in view of sensitive at-
tributes on the basis of which discrimination is not permitted) and,
in particular, feasible approach to detecting biases in data and mod-
els. In addition, measuring the AI system’s performance regarding
specific persons or groups of persons is consistent with the specifica-
tions in Article 13 and Annex IV, 3. [38]. However, we noted that the
existing standards (and the bias metrics included) mostly focus on
classification tasks and lack specific guidance with respect to other
state of the art techniques such as foundation models, large language
models or reinforcement learning. It would be helpful to shed more
light on the respective approaches, e.g. how to measure stereotyping
which is especially relevant in the processing of textual data. Further-
more, a balanced model accuracy in relation to different groups can

be in conflict with the concept of demographic parity, which plays a
correspondingly minor role in the current standards. Still, the (con-
ditional) demographic parity approach is highlighted in some legal
studies as particularly important for the assessment of discrimination
[63] and it would therefore be beneficial to examine the relevance of
this metric for harmonized standards.

Regarding the data quality requirements, we have extracted several
interpretations from the existing standards. A key point that would
bring further clarification in some aspects is whether the data qual-
ity requirements may/should be measured and assessed against the
resulting model (e.g. by whether the model quality is balanced for
different groups), or whether they should be considered on their own,
independently of the modeling (e.g. assessment of feature relevance
based on factual, contextual relationships or statistical tests). Given
the distributed value chains of AI applications, it would be practi-
cal to define clear transition points between the different actors (e.g.
clarify which model-agnostic data properties should be implemented
by data providers and handed over to the AI developer, for exam-
ple documented as data sheet). Furthermore, it would also be useful
to describe the selection of appropriate bias mitigation approaches
as a dedicated process, which should include specifically the con-
sideration and comparison of different possible methods (including
measures in the model) to reflect the fact that the general effective-
ness of existing measures is not yet well understood and may vary
depending on the use case.

Along with the target concepts comes the question of who should
determine compliance and according to which evaluation standards.
Naturally, horizontal standards cannot define concrete target values
e.g. for bias mitigation, as the variety of possible AI use cases is sim-
ply too broad. At the same time, there is currently a lack of extensive
experience in the application and assessment of fairness-related re-
quirements in real AI systems. Notably, the AI auditing and testing
market which is already emerging in the unregulated area still faces
many challenges. Further research and empirical validation regarding
the effectiveness of the various implementation methods in practice
is therefore necessary (horizontally and vertically) in order to be able
to determine and further develop best practices, possibly with sector-
or use case-specific evaluation standards (see also the discussions in
[55, 43]). In addition, the general rationales for trade-offs and priori-
tization mentioned in the current standards are in part strongly based
on the business objectives of the organization (see 4.2.2 and the AI-
specific definition of data quality in 4.1.2), indicating an alignment
challenge with the EU AI Act similar to those discussed in [60].
It would therefore be helpful to clarify which deviations from the
fairness-related requirements are permitted and under which circum-
stances to further reduce uncertainty among providers (e.g. similar
to the explicit exception in the AI Act that sensitive features can be
used for bias mitigation, possibly in conflict with data protection).

Overall, the processes for stakeholder participation described in
the dedicated standards appear to be a helpful basis, at present, to
carry out the evaluation or approval of fairness requirements in spe-
cific AI applications in a (process-)standardized manner. Similar ap-
proaches have also been proposed in scientific work e.g. [50, 47, 64].
A specification in harmonized standards according to which criteria
and level of granularity stakeholders should be involved in the accep-
tance of fairness impacts and requirements would support consistent
implementation. Evaluation standards may then emerge bottom-up in
relation to use cases or sectors. In future work, we aim to investigate
whether existing vertical standards from the medical domain already
contain more specific guidance compared to horizontal standards and
if so, how this could be extended to other domains.
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Abstract. We present an automated system for arbitrating contest-
ing dialogues, built on top of an argumentation-based reasoning en-
gine. The arbitrator is introduced through the use-case scenario of a
loan applicant contesting a bank’s decision to reject their application.
During their ensuing dialogue, the two parties exchange arguments,
whose relative priorities are assumed to be known to the arbitrator
when the latter determines the “winning” party during each round of
the dialogue. Towards providing a natural interaction with humans,
the arbitrator system provides a simple natural language interface.

1 Introduction

The increasing complexity of decision-making processes across do-
mains has led to the demand for a structured approach to contest de-
cisions [13]. With AI systems playing an increasingly significant role
in decision making, there is an imperative need for a mechanism that
allows humans to engage with these systems [7] in a human-centric
way [1] that is both robust and understandable, in order to challenge
and verify their alignment with regulatory and ethical standards.

The General Data Protection Regulation (GDPR) [8] of the Euro-
pean Union grants individuals the right to understand, access, correct,
and contest decisions made using their personal data, particularly in
the context of automated decision-making. Organizations that adopt
automated decision-making must ensure transparency, accountabil-
ity, and appropriate mechanisms to facilitate these legal rights.

Consequently, AI systems must be capable of comprehending, rea-
soning about, and effectively applying regulatory and ethical stan-
dards, ensuring their behavior is aligned with those standards. Com-
putational argumentation [6] plays a crucial role in bridging the gap
between human and machine reasoning by providing a structured
framework for contesting decisions, aiming to create AI systems that
are accountable, transparent, logical and accessible to humans [14].

The importance of contesting decisions made by automated sys-
tems is highlighted in various works, which include designing frame-
works for contestable AI systems and mechanisms for human review
[2], socio-technical approaches that combine software engineering
practices with rule-based methodologies [1], and discussions on the
transparency of embedded values in algorithmic systems [22]. Fur-
thermore, some studies emphasize the need to incorporate dialectical
processes into AI systems to protect against automatic decision mak-
ing [21]. These studies contribute to a growing body of work that
seeks to operationalize contestability in AI systems through the use
of various technical and procedural strategies [15, 10, 3, 9].

∗ Corresponding Author. Email: christodoulos.ioannou@st.ouc.ac.cy.
∗∗ Corresponding Author. Email: loizos@ouc.ac.cy.

In this work, we start by presenting a use-case contesting dialogue,
which we use to motivate and introduce certain key ideas towards op-
erationalizing contestability. Based on these key features, we demon-
strate how the exchange of arguments during the use-case contesting
dialogue can be represented in the argumentation-based reasoning
language Prudens [16]. Importantly, we show how the priorities be-
tween arguments, assumed to be known to the arbitrator but not nec-
essarily to the two intelocutors, can be easily encoded in Prudens,
and how then Prudens can determine the “winner” after each round
of the contesting dialogue. Finally, we show how this arbitration pro-
cess can be complemented with a user interface towards allowing the
exchange of arguments in unconstrained natural language.

2 Contesting Dialogues and Arguments

To motivate and ground our presentation, we consider a use-case di-
alogue between two interlocutors, a “Bank Officer” and a “Loan Ap-
plicant”, over the decision of a bank regarding the latter’s loan appli-
cation. The “Loan Applicant” interlocutor contests the banking in-
stitution’s decision, and the “Bank Officer” interlocutor, who acts on
behalf of the institution, must justify its decision. For the purposes of
this use-case, we assume that the “Bank Officer” interlocutor has out-
dated information on the applicant’s credit score and that the “Loan
Applicant” knows the correct score. The use-case dialogue is below:

(N01) Bank Officer: “Your loan application is rejected.”
(N02) Loan Applicant: “Why is my loan application rejected?”
(N03) Bank Officer: “Your loan application has been rejected be-
cause your care-giving obligations are considered high and your
credit score is low.”
(N04) Loan Applicant: “My loan application should not have
been rejected because I am a good existing customer: I own an
account for a long time and I make frequent transactions.”
(N05) Bank Officer: “You are not qualified as a good existing
customer because your account balance is low for more than one
year.”
(N06) Loan Applicant: “Why is my credit score low?”
(N07) Bank Officer: “Your credit score is considered low because
it is 582.”
(N08) Loan Applicant: “My credit score is 590.”
(N09) Bank Officer: “Your credit score is considered low because
it is below 600.”
(N10) Loan Applicant: “Why are my care-giving obligations
considered high?”
(N11) Bank Officer: “Your care-giving obligations are consid-
ered high because you are female and have two children.”
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(N12) Loan Applicant: “Gender should not be used to determine
care-giving obligations.”

Although presenting a full formalization for arbitrary contesting
dialogues is not the goal of this paper, we still need to identify cer-
tain key features of the arguments exchanged during the use-case di-
alogue in order to allow automated reasoning by a system [23, 19, 4].

With the use-case dialogue as a reference, we observe that a dia-
logue comprises a set of concepts C (e.g., “reject loan application”,
“credit score is low”, “credit score value is 582”). Some of these
concepts are opposite to other concepts. A concept is considered to
be opposite to some other concept when it represents the negation of
the other concept (e.g., “do not reject loan application” is opposite
to “reject loan application” and “credit score is not low” is opposite
to “credit score is low”). Two opposite concepts are considered to be
in conflict with each other. Two concepts can be conflicting even if
they are not opposite to each other (e.g., “credit score value is 590”
and “credit score value is 582”) if they cannot hold simultaneously.

The arguments A in the dialogue are then formed from these con-
cepts C (e.g., “credit score is considered low because it is 582”). In
general, A includes all the arguments formed by all possible com-
binations of the concepts in C, even if not all such arguments end
up being invoked in any particular dialogue. Looking at our use-case
dialogue, we can identify the following three types of arguments:

• perception, corresponds to a concept that is perceived as being
true by at least one of the interlocutors; e.g., “credit score value is
590” or “customer has two children”.

• supposition, corresponds to a concept that is provisionally as-
sumed to be true to facilitate the flow of the dialogue; e.g., “I
am a good existing customer”.

• association, corresponds to an implication, the premise of which is
a set of concepts and the conclusion a single concept; e.g., “credit
score is considered low because it is below 600”.

In the course of a contesting dialogue, the arguments presented
by the two interlocutors may be conflicting, in that their conclu-
sions are conflicting. We assume that there exists a ground truth in
terms of the relative priority between all pairs of conflicting argu-
ments, that is specific to each use-case, and is known to the arbi-
trator, but not necessarily to the two interlocutors. Any such ground
truth, however, needs to respect the following constraints: perception
arguments have the highest priority, supposition arguments have the
lowest priority, and association arguments have a priority that lies
between supposition arguments and perception arguments.

At any stage of a contesting dialogue, an interlocutor can claim
that any concept in C or its opposite holds, without being required to
fully support such a claim at that stage, simply by presenting a suppo-
sition argument. By contrast, a perception argument can be presented
only if it corresponds to a concept that is held to be true by the inter-
locutor; we are assuming that the arbitrator can check whether this
condition holds, or that the interlocutor has to present some outside
evidence in support of any perception argument put forward.

Effectively, then, a contesting scenario consists of a set of con-
cepts C, a set of arguments A, a conflict relation between concepts,
a priority relation between all conflicting arguments, and two sets
stipulating the precepts of the two interlocutors. The arbitrator is as-
sumed to have full knowledge of the contesting scenario, but each of
the two interlocutors might have only a partial view. The two inter-
locutors in a dialogue take turns introducing new arguments from A,
with these arguments persisting across all subsequent rounds. After
each round, the arbitrator reasons with the available arguments to de-
termine whether the original decision under contestation is entailed.

At the end of the dialogue, the decision is upheld if and only if it is
entailed by the set of all arguments put forward during the dialogue.

A specific contesting scenario that could have led to our use-case
dialogue is illustrated in Figure 1. We annotate each natural language
argument in the use-case dialogue with its corresponding number
(e.g., N05) and we illustrate it with a coloured sketched oval which
encapsulates the structured arguments that it comprises of. We rep-
resent concepts with solid line ovals. A concept may belong to more
than one natural language argument. We represent structured argu-
ments using directional solid line arrows which connect a premise
concept to a conclusion concept. We number each argument (e.g.,
N05, S02, P01) and denote different types of arguments with differ-
ent shapes. For clarity, we do not illustrate the premise concept for
supposition and perception arguments, since in the former case it is
assumed to always be satisfied, and in the latter case its satisfaction
is based on extra-conceptual conditions. The different shapes used in
the diagram are described in the legend accompanying the diagram.

Conflicts between conflicting arguments and their corresponding
relative priorities are illustrated with thick dotted line arrows. For
clarity, only those conflicts that are pertinent to the use-case dialogue
are illustrated. A perception argument can attack a supposition, an
association, or a perception argument with lower priority. An associ-
ation argument can attack a supposition or an association argument
with lower priority. A supposition argument can attack only a sup-
position argument. Attacks between supposition arguments are sym-
metric, and are illustrated with a two-way thick dotted line arrow.

Note that a “why” question by an interlocutor is effectively repre-
sented as a conflicting supposition argument to the supposition argu-
ment of the other interlocutor that is being questioned.

3 Arbitrator Representation and Reasoning
In this section we use Prudens [16], a declarative programming lan-
guage, to represent the contesting scenario from Figure 1, with em-
phasis on the representation of arguments and their priorities, in a
way that reasoning with Prudens can be used effectively to determine
the “winning” interlocutor after each round of the use-case dialogue.

Prudens employs a prioritized rule-based logic, and supports ef-
ficient deduction with explanations for its inferences. The core syn-
tax of Prudens includes rules that connect a premise to a conclusion
(e.g., fly(A), has(A, wing) implies is(A, bird)). The list
of rules on which the reasoning process is applied is called a pol-
icy. Resolution between conflicting rules in the policy is achieved
by implicit order-based prioritization or explicit rule priorities. Pru-
dens supports basic logic programming elements like constants (e.g.,
wing), variables (e.g., A), predicates (e.g., is(A, bird)), and the
use of negation. A literal is either a predicate or a negated predicate.
A predicate and its corresponding negated predicate are conflicting
(e.g., fly(penguin) conflicts with -fly(penguin)). A list of non-
conflicting literals that are provided as input to the reasoning process
is called a context. Additionally, Prudens includes extended features
such as mathematical operations, custom functions, explicit conflicts
and conflict semantics [17, 16], not all of which we employ here.

Concepts in our contesting scenario are represented through pred-
icates (e.g., reject_loan_application for the concept “reject
loan application”, and credit_score(low) for the concept “credit
score is low”). Negated predicates are used for the opposite concepts
(e.g., -good_existing_customer). We have identified the follow-
ing set of concepts C (and their negations, where appropriate) in the
use-case dialogue, which are shown in the syntax of Prudens:

credit_score_value(582),
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Figure 1. Representation of the contesting scenario considered in this work.

credit_score_value(590),
account_owner_for_long,
transaction_frequency(high),
account_balance_low_for(1, year),
gender(female),
have(child, 2),
female_obligations,
-female_obligations,
credit_score_less_than(600),
credit_score(low),
-credit_score(low),
good_existing_customer,
-good_existing_customer,
caregiving_obligations(high),
-caregiving_obligations(high),
reject_loan_application,
-reject_loan_application

Conflicts between non-opposite concepts are represented using the
special conflict expressions available in Prudens. We have identified
only one such conflict between two concepts that appear in the use-
case dialogue, represented by the following conflict expression:

credit_score_value(582) # credit_score_value(590);

Rules with the premise perceive are used to represent perception
arguments (e.g., perceive implies gender(female)).1 Rules
with the premise suppose are used to represent supposition argu-
ments (e.g., suppose implies good_existing_customer). We

1 In doing so, we are sidestepping the question of how the arbitrator can
determine whether a perception argument is indeed justified given the held
beliefs of an interlocutor. This can be handled more fully by replacing the
common premise with an expression unique to each perception argument.

represent an association argument by a rule the premise of which is
a set of concepts from C, as illustrated in the example below:

account_owner_for_long,
transaction_frequency(high) implies
good_existing_customer;

We shall not enumerate all possible arguments A that derive from
concepts C. Instead, below we present only those association argu-
ments that are pertinent given the natural language arguments in the
use-case dialogue (cf. Table 1), along with all perception and sup-
position arguments for every concept in C and their opposites. Ar-
guments are named with an index prefixed by a letter indicating the
type of the argument, with these names also being used in Figure 1.

S01 :: suppose implies
reject_loan_application | 00;

S02 :: suppose implies
-reject_loan_application | 00;

S03 :: suppose implies
caregiving_obligations(high) | 00;

S04 :: suppose implies
-caregiving_obligations(high) | 00;

S05 :: suppose implies
credit_score(low) | 00;

S06 :: suppose implies
-credit_score(low) | 00;

S07 :: suppose implies
good_existing_customer | 00;

S08 :: suppose implies
-good_existing_customer | 00;

S09 :: suppose implies
-account_owner_for_long | 00;

S10 :: suppose implies
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-transaction_frequency(high) | 00;
S11 :: suppose implies

-account_balance_low_for(1, year) | 00;
S12 :: suppose implies

-gender(female) | 00;
S13 :: suppose implies

-have(child, 2) | 00;
S14 :: suppose implies

-female_obligations | 00;
S15 :: suppose implies

-credit_score_value(582) | 00;
S16 :: suppose implies

-credit_score_value(590) | 00;
A01 :: caregiving_obligations(high),

credit_score(low) implies
reject_loan_application | 11;

A02 :: account_owner_for_long,
transaction_frequency(high) implies

good_existing_customer | 12;
A03 :: good_existing_customer implies

-reject_loan_application | 13;
A04 :: account_balance_low_for(1, year) implies

-good_existing_customer | 14;
A05 :: credit_score_value(582) implies

credit_score(low) | 15;
A06 :: credit_score_value(590) implies

credit_score_less_than(600) | 16;
A07 :: credit_score_less_than(600) implies

credit_score(low) | 17;
A08 :: gender(female) implies

female_obligations | 18;
A09 :: have(child, 2), female_obligations implies

caregiving_obligations(high) | 19;
P01 :: perceive implies

account_owner_for_long | 21;
P02 :: perceive implies

transaction_frequency(high) | 22;
P03 :: perceive implies

account_balance_low_for(1, year) | 23;
P04 :: perceive implies

gender(female) | 24;
P05 :: perceive implies

have(child, 2) | 25;
P06 :: perceive implies

-female_obligations | 26;
P07 :: perceive implies

credit_score_value(582) | 27;
P08 :: perceive implies

credit_score_value(590) | 28;

To encode the priorities between conflicting arguments, and with-
out over-complicating the policy by including explicit priorities be-
tween every pair of conflicting arguments, we have chosen to associ-
ated each argument with a numerical value, using the corresponding
syntax supported by Prudens. In case two arguments are conflicting,
this Prudens construct implies that the one with the higher value takes
priority over the one with the lower value. Other than determining
these pairwise priorities, the actual values are not consequential.

By assigning a value of 00 to all supposition arguments, we readily
capture the weak form of these arguments, and the mutual attack
between any pair of such arguments. By assigning intermediate and
high values to association and perception arguments, respectively,
we capture the relative priorities between these types of arguments.

The precise values within each of these two categories of argu-
ments correspond to priorities that are specific to the scenario that
we are considering, as reflected in Figure 1. Recall that these prior-
ities are not expressed in our use-case dialogue, and might, in fact,
not be fully known to the interlocutors, but they are to the arbitrator.

Having described how our contesting scenario is represented in
Prudens, we discuss how the arbitration process takes place during
the use-case dialogue. We initialize Prudens with an empty policy
and a context comprising the predicates suppose and perceive. At

every round of the use-case dialogue, a natural language argument
(or a “why” question) is put forward by one of the interlocutors. This
corresponds to a collection of Prudens expressions, which are added
into the current policy, without removing previous expressions. The
current policy represents the arguments placed so far and it is used to
infer the conclusion of the arbitrator at that point of the dialogue.

Note that certain structured arguments might be implied but not
necessarily stated explicitly in a natural language argument. For in-
stance, and as discussed earlier, a “why X” question is effectively a
supposition argument for -X. Also, in the case that a natural language
argument captures some form of association between concepts, then
the premise concepts of the association argument are effectively as-
sumed to be true. If these premise concepts cannot be established
by other previously introduced arguments, then this implies that the
corresponding supposition or perception (whenever applicable) argu-
ments are also put forward automatically by the arbitrator. Finally, a
conflict expression is added to the policy upon the first appearance of
a concept that explicitly conflicts with a concept introduced earlier.

Table 1 shows the realization of the use-case dialogue in Prudens,
where the arguments are presented in the same order as they appear in
the natural language use-case dialogue. The policy representing the
use-case dialogue at any specific point includes all the expressions in
the Prudens Expressions column up to the respective line. The Pru-
dens reasoning engine is invoked on every such policy, acting as an
arbitrator to draw conclusions. The final and “winning” conclusion
of the dialogue is the conclusion inferred on the final policy when no
more arguments are put forward by any of the two interlocutors.

4 Prototype System and User Interface

As a proof of concept for the ideas presented herein, we have devel-
oped a prototype arbitrator for our use-case dialogue, available at:
https://cognition.ouc.ac.cy/contestability. As
per the use-case dialogue, the “Bank Officer” interlocutor presents
arguments to justify the decision-making agent’s original decision to
“reject loan application”, whereas the “Loan Applicant” interlocu-
tor presents arguments to contest that original decision. At each step
of the dialogue, the natural language argument presented by one of
the interlocutors is translated into Prudens expressions as described
in Section 3, and these are added into the dialogue policy. Then, the
Prudens reasoning engine is invoked on the current policy to infer the
formal conclusions of the arbitrator at this specific point. The formal
conclusions are, in turn, translated back into natural language.

If the inferences of the reasoning engine include the predicate
reject_loan_application, which is the formal representation of
concept “reject loan application” (the decision-making agent’s orig-
inal decision), then the arbitrator’s determination is that the loan ap-
plication rejection is considered upheld. On the other hand, if the
negated predicate -reject_loan_application is included in the
inferences, then the arbitrator’s determination is that the loan appli-
cation rejection is considered dismissed. In any of these cases, the
key supporting arguments, which are consisted by the association ar-
guments supporting the reasoning engine’s inferences, are translated
into natural language to provide a justification of the arbitrator’s de-
termination. If the system cannot infer any of these two conflicting
predicates, then the decision-making agent (through the “Bank Offi-
cer”) should support its decision to reject the loan application by pre-
senting a new argument. Otherwise, the decision will be dismissed as
not being justified, even if the opposite cannot be justified as well.

Figure 2 shows the output of the prototype system on three occa-
sions during the dialogue, after arguments N03, N04, and N08 have
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Table 1. Our use-case dialogue realized in the Prudens language.

# Prudens Expressions
N01 suppose implies

reject_loan_application | 00;

N02 suppose implies
-reject_loan_application | 00;

N03 suppose implies
caregiving_obligations(high) | 00;

suppose implies
credit_score(low) | 00;

caregiving_obligations(high),
credit_score(low) implies

reject_loan_application | 11;

N04 good_existing_customer implies
-reject_loan_application | 13;

perceive implies
account_owner_for_long | 21;

perceive implies
transaction_frequency(high) | 22;

account_owner_for_long,
transaction_frequency(high) implies

good_existing_customer | 12;

N05 perceive implies
account_balance_low_for(1, year) | 23;

account_balance_low_for(1, year) implies
-good_existing_customer | 14;

N06 suppose implies
-credit_score(low) | 00;

N07 credit_score_value(582) #
credit_score_value(590);

perceive implies
credit_score_value(582) | 27;

credit_score_value(582) implies
credit_score(low) | 15;

N08 perceive implies
credit_score_value(590) | 28;

N09 credit_score_value(590) implies
credit_score_less_than(600) | 16;

credit_score_less_than(600) implies
credit_score(low) | 17;

N10 suppose implies
-caregiving_obligations(high) | 00;

N11 perceive implies
gender(female) | 24;

perceive implies
have(child, 2) | 25;

gender(female) implies
female_obligations | 18;

have(child, 2), female_obligations implies
caregiving_obligations(high) | 19;

N12 perceive implies
-female_obligations | 26;

been put forward by one of the two interlocutors. The determination
of the arbitrator after argument N03 is that the loan application re-
jection is upheld since the predicate reject_loan_application

is inferred. The determination of the arbitrator after argument N04
is that the loan application rejection is dismissed since the predicate
-reject_loan_application is inferred. Finally, the determina-

tion of the arbitrator after argument N08 is that the loan application
rejection requires further support by the “Bank Officer” interlocu-
tor, since neither of the predicates reject_loan_application and
-reject_loan_application is inferred. An appropriate justifica-
tion is provided based on key supporting arguments when the deter-
mination is either to uphold or dismiss the loan application rejection.

To facilitate the natural interaction of humans in a contesting dia-
logue with an AI-based interlocutor, it is important to translate natu-
ral language text into the formal expressions recognized by Prudens.
As a first step, our prototype system employs a translation map from
the natural language arguments of the use-case dialogue to their cor-
responding Prudens expressions. This simple translation process al-
lowed us to validate our approach for our specific use-case dialogue.

To further enhance the naturalness of the system, we employed
ChatGPT 4o [18] during the translation process. Given the translation
map created in the previous step, and given a natural language argu-
ment not necessarily found in the translation map, we asked Chat-
GPT 4o to return the formal expressions with the closest meaning
to the input text. The consistency of the results was high even when
the input text had significantly different syntax and wording from
text found in the translation map, but conveyed the same underlying
meaning. The ChatGPT-based version improved the system’s ability
to handle variations in syntax and wording, maintaining high accu-
racy in mapping natural language arguments to Prudens expressions.

5 Conclusions

We have considered the task of building an automated arbitrator for
contesting dialogues. Without attempting to provide a full formal-
ization of the key ideas behind our work, we have demonstrated the
feasibility of building such an arbitrator, both in terms of represent-
ing and reasoning with the necessary knowledge that the arbitrator
would need to work, but also in terms of developing a system that
can support interaction with humans in natural language. Although
our work has focused on a particular use-case dialogue and contest-
ing scenario, we maintain that the ideas presented herein are suffi-
ciently general to be applied to a wide range of contesting scenarios
or be combined with other techniques for even wider applicability.

By demonstrating a practical implementation of an argumentation-
based dialogue system, specifically tailored for contesting decisions,
our work emphasizes the applicability and importance of argumen-
tation in decision support systems [5, 14] and in the development
of persuasive technologies [20]. By leveraging the Prudens language
and reasoning engine [16], we aspire to provide a robust platform for
formalizing contesting dialogues through an automated arbitrator.

Possible next steps for this work include enhancing the prototype
system to allow interlocutors to present not only arbitrarily-worded
arguments, but also arbitrarily-chosen arguments, towards supporting
open-ended contesting dialogues that are not a priori determined and
known. Enhancements will also aim to improve the system’s ability
to understand and process natural language, facilitating even more
the natural human-machine communication. The further and more
systematic use of Large Language Models (LLMs) during the trans-
lation process will leverage their substantial natural language under-
standing capabilities to provide a more natural and robust solution.

Zooming out to the bigger picture, future work will focus on the
development of a more general, fully-fledged formal framework ca-
pable of handling a broader range of scenarios and more diverse types
of contested decisions. This will require the automated consistent
identification and generation of the set of concepts and arguments
that comprise a dialogue, as the dialogue unfolds. Natural language
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Figure 2. Dialogue and conclusions after arguments N03, N04, and N08 have been put forward (from top to bottom).
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parsers that are specifically designed for translating natural language
into logic and are capable of identifying patterns in natural language
text [11] can be used alongside LLMs for this task. This is especially
true in domain-specific dialogues, where such parsers can be coached
to identify important concepts [12, 17]. The integration of advanced
natural language processing tools to enhance the system’s generality
and adaptability is necessary for the development of a methodology
and a system that will be practically useful and will help promote
transparency and fairness in automated decision-making systems.
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Abstract. The detection of hate speech or toxic content online is a
complex and sensitive issue. While the identification itself is highly
dependent on the context of the situation, sensitive personal attributes
such as age, language, and nationality are rarely available due to pri-
vacy concerns. Additionally, platforms struggle with a wide range of
local jurisdictions regarding online hate speech and the evaluation of
content based on their internal ethical norms. This research presents
a novel approach that demonstrates a GDPR-compliant application
capable of implementing legal and ethical reasoning into the con-
tent moderation process. The application increases the explainabil-
ity of moderation decisions by utilizing user information. Two use
cases fundamental to online communication are presented and im-
plemented using technologies such as GPT-3.5, Solid Pods, and the
rule language Prova. The first use case demonstrates the scenario of a
platform aiming to protect adolescents from potentially harmful con-
tent by limiting the ability to post certain content when minors are
present. The second use case aims to identify and counter problem-
atic statements online by providing counter hate speech. The counter
hate speech is generated using personal attributes to appeal to the
user. This research lays the groundwork for future DSA compliance
of online platforms. The work proposes a novel approach to reason
within different legal and ethical definitions of hate speech and plan
the fitting counter hate speech. Overall, the platform provides a fit-
ted protection to users and a more explainable and individualized re-
sponse. The hate speech detection service, the chat platform, and the
reasoning in Prova are discussed, and the potential benefits for con-
tent moderation and algorithmic hate speech detection are outlined.
A selection of important aspects for DSA compliance is outlined.

1 Introduction

“Content moderation is the organized practice of screening user-
generated content” [25]. It is a highly sensitive issue that directly
influences a person’s online safety.

The Digital Services Act (DSA) was adopted in October 2022 and
has been applicable since February 2024. The goal of the DSA is to

∗ Corresponding Author. Email: fillies@infai.org

define a comprehensive framework to counteract the dissemination
of illegal and problematic content. It proposes a layered framework
that defines different rules for different scopes. For a detailed view,
refer to Husovec and Roche Laguna [10]. One of the key problems
of the DSA is that it does not harmonize what content or behavior is
considered illegal; this remains under the sovereignty of the member
states [10].

Husovec and Roche Laguna [10] further states that a crucial as-
pect of the DSA is that online platforms accessible to minors must
implement measures to ensure a high level of privacy, safety, and se-
curity. Additionally, they note that hosting providers must conduct
fair content moderation. Uploaders are entitled to an explanation for
the providers’ actions, whether the action is based on legal violations
or terms of use violations. These aspects are not applicable to all
platforms and do not exhaustively cover everything that needs to be
fulfilled, but they are key aspects of the new regulation.

The DSA Act lays the groundwork for any moderation system and
significantly influences the future of online communication.

Another important legislation is the European GDPR (General
Data Protection Regulation) which was introduced in 2016 to set
guidelines for personal data protection. These guidelines cover all
major areas of life, setting standards and rules for handling personal
data. A key aspect of GDPR is the ability to consent to and revoke
consent for data processing. In the case of data processing through a
data controller, it is necessary for the user (data subject) to be able
to consent to or reject the processing (European Commission, 2016,
Article 6). Furthermore, the user must also have the right to access
all collected personal data in a machine-readable format and be able
to transfer it to a different data controller (right to data portability)
(European Commission, 2016, Article 20).

In the sensitive field of online content moderation, data privacy is
highly important. On the one hand, having access to certain personal
information of stakeholders in an online conversation can enable an
unbiased and reliable system to be more precise and fair in perform-
ing automated moderation, as well as providing effective counter-
measures against hate speech. On the other hand, this personal infor-
mation can be very sensitive, necessitating strict guidelines on how
to handle it and in what context. Managing and moderating online
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written content requires robust procedures that adhere to GDPR reg-
ulations, ensuring that user data is protected while maintaining a safe
environment. Online platforms are balancing between internal com-
munity guidelines, and the jurisdictions covering the users and orga-
nizations, these are drivers of the complexity of the problem.

If a moderation system needs to use personal data or online com-
munication in general, it must comply with these regulations. There-
fore, it should be able to implement different levels of policies and
handle the range of complexities occurring within the system. This
starts with the simple execution of ground rules and extends to in-
stances where rules are overridden, establishing a hierarchy that pri-
oritizes some rules over others depending on the situation.

This research establishes a system for GDPR-compliant content
monitoring capable of representing non-monotonic states and fulfill-
ing the mentioned key aspects of the DSA. To this end, we present
two different use cases (UC) for hate speech detection in online cha-
trooms modeled using the rule language Prova, Solid Pods, GPT-3.5
based hate speech detection and personalized counter hate speech
generation. The use cases include typical stakeholders such as users,
the platform, and data controllers. Access control and moderation are
realized using concepts such as user consent, the purpose of access,
and the role of the party requesting access. Prova and Solid have
been used in various domains and similar contexts, demonstrating
their versatility and effectiveness in applications requiring compli-
ance with data protection regulations. The system is combined and
demonstrated in a prototype implementing GDPR-compliant data
sharing for content monitoring, using personal attributes during mod-
eration and automatic counter hate speech generation. The prototype
is available for testing. 1

The research established the following main research objectives:

1. A legal and ethical reasoning system for content moderation.
2. Counter hate speech generation based on personal attributes.
3. A chat platform for GDPR and DSA compliant content modera-

tion.

The paper is organized as follows: Sections 2 presents related
work. Section 3 details the technical preliminaries such as Prova and
Solid. Followed by Section 4 outlining both use cases. Section 5 de-
scribes the implementation of the prototype. In Section 6 the work
and ethical considerations are discussed. Followed lastly be the con-
clusion and future work in Section 7.

2 Related Work

In the field of hate speech detection, historically, transformer-based
architectures [20] and fine-tuning of transformer-based models [5],
specifically BERT [2], have yielded better performance compared to
traditional machine learning models [16, 1, 18]. In recent years, pre-
trained large language models have gained traction [11, 15] due to
their performance and simple setup. LLMs have also proven efficient
in the field of counter hate speech generation [29], with the capability
to effectively generate personalized counter hate speech [3].

In the area of compliance checking, many different works have
been established in recent years [27, 7, 9]. Satoh et al. [27] proposed
a legal reasoning system for decision-making by judges under in-
complete information. Hayashi et al. [9] established a compliance
mechanism for AI agent planning in a multi-agent setting. Goossens
et al. [6] showed the possibilities of using GPT-3 in decision logic

1 http://81.169.159.230:7000/

modeling, and Hayashi and Satoh [8] presented a planning method
for legal and ethical norms.

Two main works in the field could be established. Firstly, Schäfer-
meier et al. [28] proposed a distributed data wallet use case that is
GDPR-compliant, comparing two different approaches by applying
AspectOWL and Prova for the modeling and implementation. Aspec-
tOWL is a monotonic contextualized ontology language that focuses
on the representation of dynamic state transitions and knowledge re-
tention by wrapping parts of the ontology in isolated contexts. In con-
trast, Prova handles state transitions at runtime using non-monotonic
state transition semantics. They analyzed two use cases: one provid-
ing a personalized search and the other outlining the process of shar-
ing pictures via a wallet-enabled sharing app. Both use cases were
implemented and evaluated on aspects such as human and machine-
readability, manageability, and the use of open standard technology.
One of the findings was that AspectOWL is suitable for specifying
the ontological domain model, while Prova is a more practical ap-
proach for real-world applications, including the interaction between
involved parties.

The second research by Mitsikas et al. [19] presents a medical data
access use case compliant with GDPR legal rules, also implemented
using Prova. It demonstrates a scenario of a patient consenting to
medical data sharing. The data is used for a specific purpose, and
cases were considered where the typical rules are overridden, thereby
adjusting the access rights.

This current research uses modern algorithms for hate speech de-
tection and builds upon the works by Schäfermeier et al. [28] and
Mitsikas et al. [19], but also others, as Hayashi et al. [9]. It follows
existing research into designing a GDPR-compliant application, also
choosing Prova for development due to its practicality and scalabil-
ity. This research advances the field with two new highly important
use cases and incorporates key aspects of the DSA legislation.

3 Technical Preliminaries

3.1 Prova

Prova is both a (Semantic) Web rule language and a distributed (Se-
mantic) Web rule engine. It supports reaction rule based workflows,
event processing, and reactive agent programming. It integrates Java
scripting with derivation and reaction rules, and message exchange
with various communication frameworks [14, 12, 21].

Syntactically, Prova builds upon the ISO Prolog syntax and ex-
tends it, notably with the integration of Java objects, typed variables,
F-Logic-style slots, and SPARQL and SQL queries. Slotted terms
in Prova are implemented using the arrow expression syntax ‘->’as
in RIF and RuleML, and can be used as sole arguments of predi-
cates. They correspond to a Java HashMap, with the keys limited to
Stings [13].

Semantically, Prova provides the expressiveness of serial Horn
logic with a linear resolution for extended logic programs (SLE reso-
lution) [22], extending the linear SLDNF resolution with goal mem-
oization and loop prevention. Negation as failure support in the rule
body can be added to a rulebase by implementing it using the cut-fail
test as follows:

not(A) :- derive(A), !, fail().
not(_).

Prova implements an inference extension called literal guards,
specified using brackets. By using guards, we can ensure that dur-
ing unification, even if the target rule matches the source literal,
further evaluation is delayed unless a guard condition evaluates to
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Figure 1. Sequence diagram of the initial account creation steps every user
has to do in both use cases.

true. Guards can include arbitrary lists of Prova literals including
Java calls, arithmetic expressions, relations, and even the cut oper-
ator. Prova guards play even a more important role in message and
event processing, as they allow the received messages to be examined
before they are irrevocably accepted. The guards are tested right after
pattern matching but before a message is fully accepted, so that the
net effect of the guard is to serve as an extension of pattern matching
for literals [13, 23].

3.2 Solid

The Solid platform, first introduced by Sambra et al. [26], is a decen-
tralized platform using W3C standards to create social applications
based on linked data approaches. Linked data is a form of data in-
terlinked with each other and accessible via semantic queries [24].
As described by Mansour et al. [17], following the concept of Solid,
the data of each user is stored independently of the sources that cre-
ated it, the data broker, and the end data consumer. Each user owns
and manages their own personal online datastore (Pod) where all per-
sonal data is stored. A user is not limited to one Pod or one hosting
provider, as they can self-host their Pods or choose between different
hosting providers.

Applications that want to work with and access the data use proto-
cols based on W3C standards. Mansour et al. [17] further states that a
decentralized authentication and access control mechanism lays the
groundwork for strong privacy protection. The decentralized archi-
tecture allows applications to access the user data independent of the
hosting option, while users have full control over and access to their
data at any point, with the possibility to switch providers or withdraw
consent for sharing data.

4 Use Cases

Two data wallet use cases are described in terms of interaction se-
quences and data exchange between the different parties involved.
The use cases involve data wallet owners sharing personal data us-
ing relaying parties that provide specialized applications, such as an
Age-based Content Moderation application and a Hate Speech Clas-
sification combined with a Contextualized Semantic Counter Narra-
tive Generation.

Figure 2. Sequence diagram of the steps done to join a chatroom. Every
user has to do these steps in both use cases.

Figure 3. Sequence diagram of leaving a chatroom. Steps every user has to
do in both use cases.

4.1 General Steps

Certain steps apply to both uses cases. Figure 1 refers to the initial
steps a user and the platform has to perform to create and register
with the Solid platform. The solid platform represents the data con-
troller in this setting, storing the personal data and managing its ac-
cess. Figure 2 depicts the process of a user login into the chatroom,
providing consent for accessing personal data to the solid instance,
and finally joining a specific chatroom. Lastly, Figure 3 is the process
of leaving the chatroom, withdrawing the consent to user the personal
data. In all figures, the requests are represented by solid arrows and
the responses by dotted arrows.

4.2 Use Case 1: Age-based Content Moderation

The following use case outlines the scenario in which a platform
needs to adjust the visibility of certain content (e.g., highly offensive
content) as soon as adolescents enter their communication platform.
The user and platform both need to be logged in to the data controller,
and consent must be granted.

The Use Case: A minor (age 14) joins a chatroom. In Germany, at
the age of 14 and younger, an individual is considered a child. The
platform made the internal decision to protect the child by limiting
all highly toxic statements (e.g., Holocaust denial) posted to the chat
during the presence of a minor.
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Figure 4. Sequence diagram of the UC 1.

4.2.1 Interaction sequences and data exchange:

See Figure 4 for the sequence diagram without the login, logout, or
account creation.

– The user logs into the chat platform and provides consent for their
data to be accessed and joins a chatroom.

– The chat platform requests the data controller to provide informa-
tion if the user is a minor based on the country of origin and the
personal age of the user.

– Whenever a message is sent, as long as the user is present in the
chatroom, the platform can limit the posted content.

– When the user leaves the chatroom, withdrawing their consent for
the data to be accessed, the chat is opened up for content suitable
for adults.

4.3 Use Case 2: Contextualized Semantic Hate
Speech Classification Combined with Counter
Narrative Generation

This use case focuses on the moment an adult user of an online plat-
form writes a problematic statement, such as denying the Holocaust,
to other adults. In this setting, the platform needs to make multiple
decisions. Firstly, is the message legal for the person to publish here?
Secondly, is the statement against its internal guidelines? Thirdly,
how to best address the statement.

After the message is classified as denying the Holocaust, to make
a fitting legal decision, personal information such as the location of
the user is needed. This information is obtained from the data con-
troller. Now the statement can be evaluated against legal and ethical
guidelines using a compliance check. Lastly, based on the personal
information, a contextualized counter hate speech can be generated.

The Use Case: On a chat platform, a US citizen from California
posts a statement denying the Holocaust. The platform can evaluate
it based on the personal data of the user. In the US, this statement
is covered under freedom of speech, making it legal for him to post.
However, due to their internal guidelines, the platform still decides
against the publication of the content. This reasoning is integrated
into the created counter hate speech in English, explaining the reason

Figure 5. Sequence diagram of the UC 2.

for the message to be classified as problematic within the cultural
context of America.

In the same session, a Greek user from Delphi publishes a state-
ment also denying the Holocaust. The platform again evaluates it
based on the personal data of the user. In Greece, it is not legal to
deny the Holocaust. The platform therefore blocks the content from
being posted and integrates this into the created counter hate speech
in Greek, explaining the reason for the message to be classified as
problematic within the cultural context of Greece.

4.3.1 Interaction sequences and data exchange:

See Figure 5 for the sequence diagram without the login, logout, or
account creation.

– A harmful user posts a statement denying the existence of the
Holocaust.

– The platform requests information from the data provider to de-
termine if the statement violates their guidelines or local laws reg-
ulate such statements.

– Based on the input, the platform provides feedback that the state-
ment is problematic not only based on internal guidelines but also
due to local jurisdiction.

– The platform requests the first language and cultural background
of the user from the data controller.

– With this information, the platform delivers understandable
counter hate speech and provides context as to why the post was
problematic.

5 Implementation
5.1 Architecture

As depicted in Figure 6, the prototype integrates the chat platform,
the data controller (Solid), a hate speech detection service, and a
Compliance Check implemented with Prova. All services are nec-
essary to ensure safe and GDPR-compliant communication.

The chat platform serves as the interface for the user, supporting
real-time messaging, and is designed to handle concurrent users. If
the user sends a message to the platform (1. in Figure 6), the platform
can request personal data from the user via the data controller, imple-
mented as a Solid application (2.). After the controller provides the
information (3.), the platform can forward the personal information
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Figure 6. First rough architecture overview.

and the original message to the hate speech API (4.), which evaluates
the content for hate speech, such as Holocaust denial, and generates
personalized counter hate speech (5.). Based on the classification re-
sult, the platform can then request the Compliance Check (6.) to de-
termine if the message violates legal or ethical standards (7.). Based
on all responses, the platform can act accordingly and interact with
the original message (8.).

5.2 Solid

The chat application has been implemented as a React2 application.
For the authentication and communication with the Solid platform,
Inrupt’s JavaScript Client Libraries and the React SDK3 were used.

User data relevant to the use of the chat are stored in the user’s
profile (which is a standard Solid dataset and can be assumed to exist
for every Solid user). The user’s name, age and location of origin
are stored as RDF triples using the vCard4 and FOAF5 vocabularies,
respectively. User data retrieved from the Solid Pod is retained in the
chat application for the duration of a chat session only. No personal
data is permanently stored outside of the user’s Solid Pod.

5.3 Chat

The chat application has been implemented using components from
the Chat UI Kit6. The public demonstrator instance comes preconfig-
ured with four chatrooms, each of them containing one virtual chat
partner with different age and location of origin.

As soon as a new chat message is sent to any of the chatrooms, the
text of the message is forwarded to the hate speech detection end-
point where it is being analyzed for hateful content (see also Section
5.4). The hate speech detection endpoint returns information about
which kind of hate speech was detected (if any) and, if applicable, a
numerical score ranging over 1-5 indicating the severity of the hate
speech.

If the outcome is positive, a request containing the hate speech
analysis result, age and location of the hateful comment’s originator,
as well as information about whether minors are present in the chat-
room are sent to the legal and ethical compliance checker. The latter

2 https://react.dev
3 https://docs.inrupt.com/developer-tools/
4 https://www.w3.org/TR/vcard-rdf/
5 http://xmlns.com/foaf/spec/
6 https://chatscope.io

Figure 7. Screenshot of the chat application displaying a warning message
in German that a user’s post contains hate speech violating community

guidelines and national law as well as a personalized counter hate speech
message explaining the decision.

one decides whether the given instance of hate speech constitutes a
violation against ethical norms (such as the chat service’s community
guidelines) or legal norms (considering the user’s location) or both.
See Section 5.5 for details on the compliance checking process.

In case of the presence of hate speech with ethical but without
legal relevance, the hate speech mitigation endpoint is requested to
generate appropriate counter speech.

Depending on the outcome, the chat application suppresses the
message and presents the harmfully acting user with a warning mes-
sage containing details about the reason for the intervention and the
counter speech message. Figure 7 shows a screenshot of the applica-
tion displaying a warning message about the violation of ethical and
legal rules by one of the users’ posts.

5.4 Hate Speech Detection

As shown by Kumarage et al. [15], OpenAI’s LLMs are able to
achieve stellar results in the tasks of hate speech detection. To build a
simple but effective classifier, this research utilizes the OpenAI API
with the GPT-3.5-turbo model as the foundation for hate speech de-
tection. Due to its relatively recent release, size, economic consider-
ations, and performance on academic benchmarks [15].

Ekin [4] suggests different approaches to prompt engineering. In
his work, basic and advanced strategies are outlined. Due to hate
speech detection not being the main focus of this work, only basic
methods are used, applying templates and iterative testing and refine-
ment. The advanced strategies would involve utilizing temperature
and token control, prompt chaining, and adapting prompts. For this
approach, templates were designed and then iteratively tested and re-
fined until the results were satisfactory to the group of researchers.

Example prompt: “Analyze the following text for hate speech and
respond with ‘hate’ or ‘no-hate’. Provide a level of hate from 1-5,
and indicate if Holocaust denial is present.”

In the field of counter hate speech generation, Wang et al. [29]
shows the strong capabilities of automatic counter hate speech gen-
eration utilizing GPT-3.5. They highlighted these capabilities while
also raising concerns about the high need for well-designed prompts.
Doğanç and Markov [3] demonstrate the possibility of creating high-
quality counter hate speech statements by including personalized as-
pects. Based on these findings, this research again utilized templates
and iterative testing and refinement to design the counter-narrative
generation.

Example prompt: “Generate a counter speech for the following
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text. You are an observer. The response should be between 50-100
words, contextualizing the problematic statements for someone of
{national_origin} origin and providing the counter speech in {lan-
guage}.”

The hate speech detection and counter hate speech generation ser-
vice is provided via a Swagger-based API interface. The underlying
code is Python. The cost per call to the OpenAI API is $0.50 per 1M
tokens7.

5.5 Compliance Checking with Prova

The compliance checking mechanism, implemented in Prova, evalu-
ates possible violations of legal and ethical standards. It functions as
a service implemented in Prova and Java, that accepts HTTP requests
of the following set of parameters: user_location, user_age,
chat_context, hate_speech_score, and hol. The param-
eter hol characterizes the user message about the presence (or ab-
sence) of Holocaust denial, while the parameter chat_context
denotes the general context of the chat, for example, if it is a chat
where minors are participating. While not all parameters are used for
this use case, they are included, aiming at future expansion.

The parameters (and their values) are converted to Prova slots
(pairs of key and value), and are passed as messages to the two rule-
bases that perform, in turn, the legal and the ethical check.

First, the legal checker is invoked, using a subset of the slots, to
check for potential legal violations of the user message. This depends
on the message content, as well as the user location. The countries
where Holocaust denial is a legal violation is provided through the
illCountry predicate. In this case, three rule variants exist: 1. if
the user message denies the Holocaust and the user location is in
a country where Holocaust denial is illegal, 2. if the user message
denies the Holocaust and the user location is not in a country where
Holocaust denial is illegal, 3. if the user message does not deny the
Holocaust

legalChecker() :-
rcvMult(X,P,F,executionRequest,

↪→{hol->hol_denial,user_location->L})
↪→[illCountry(L)],

spawn(X,$Service,result,
↪→["legal_violation",
↪→"Holocaust Denial"]),

spawn(X,$Service,resume,[]).

legalChecker() :-
rcvMult(X,P,F,executionRequest,

↪→{hol->hol_denial,user_location->L})
↪→[not(illCountry(L))],

spawn(X,$Service,resume,[]).

legalChecker() :-
rcvMult(X,P,F,executionRequest,{hol->H})

↪→[not_equal(H,hol_denial)],
spawn(X,$Service,resume,[]).

As shown above, the legal checker rulebase first selects the
relevant messages through pattern matching over the slots
(e. g., user_location->L), and then irrevocably ac-
cepts them if the guard (e. g., [not(illCountry(L))])
is satisfied, proceeding with calling outside Java meth-
ods that update the service’s answer. In particular,

7 https://openai.com/api/pricing/

spawn(X,$Service,result,["...", "..."])
calls the Java method result(String, String),
which updates the answer with a kind of violation
(legal_violation, or ethical_violation), while
spawn(X,$Service,resume,[]) invokes the method
resume() that invokes a notifyAll() Java call. The latter is
implemented for performance reasons, resuming the execution of
the main Java thread (as Prova runs on different threads) as soon as
Prova updates the answer. The third rule exists for the performance
reasons mentioned above.

After the legal check and the potential update of the response, the
ethical checker is called, to finalize the response. It contains analo-
gous rules for the ethical checking, where the location of the user is
not checked (Holocaust denial is unethical regardless of the user lo-
cation), as well as a check for other ethical violations denoted by the
parameter hate_speech_score.

The final response is provided in JSON form, for example

{
"response":{

"legal_violation":{
"reason":"Holocaust Denial"

},
"ethical_violation":{

"reason":"Holocaust Denial",
"score":5

}
}

}

6 Discussion and Ethical Consideration

The created platform establishes the primary requirements of the
GDPR (see Section 1) by separating the individual components into
data subjects, data controllers, data processors, and an independent
identification service. It provides users with a clear option to not only
consent to their data sharing but also revoke access at any time. Ad-
ditionally, by storing the shared data in their individual Solid Pods,
which are provider-independent, users have full control over the type
of data shared and all current access rights. While there are more as-
pects to the GDPR, this research covers the main parts and adopts a
similar approach to other GDPR-compliant applications, such as in
[28].

Regarding the DSA, three key aspects were introduced in Sec-
tion 1. Firstly, the DSA does not harmonize what constitutes illegal
content. The introduced compliance checker can include different le-
gal and ethical definitions of hate speech. It is important that personal
information needed to make these decisions can be shared securely
and legally within this system, addressing a major open problem of
the DSA. While the focus of this application was not on modeling
all legislation regarding illegal content or ethical understanding of
hate speech, the use cases were designed with a clear, small scope
to show that the architecture and application can handle such a com-
plex setting and can now be extrapolated and generalized to a broader
spectrum.

Secondly, based on the DSA, online platforms that involve minors
must take measures to ensure a high level of privacy, safety, and se-
curity. The proposed platform demonstrates this in the first use case,
showing that the system can account for the presence of minors and
adapt its behavior accordingly. A high level of data security is uni-
versally fulfilled with the proposed Solid infrastructure and GDPR-
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compliant structuring. Similar to the second point, the application
does not introduce a complete and absolute solution on how to han-
dle minors within a social platform but rather shows a way to gener-
ally provide privacy, safety, and security. This concept must now be
adapted and fitted to more advanced features.

Thirdly, hosting providers must conduct fair content moderation.
Users must be informed about moderation decisions, for example,
whether the action is based on legal violations or violations of the
terms of use. This key aspect is covered as shown in use case two.
Here, the user is not only informed if their content was removed
based on legal or ethical concerns but also receives a personalized re-
sponse in their native language and with consideration of their social
context, provided in natural language. Furthermore, it is important to
mention that personal information is used in the ethical compliance
checker to identify if local law was broken, making it a context-based
hate speech detection system.

Content moderation is always a fine line between protecting peo-
ple from online harm and limiting the ability to express oneself
freely. This research developed a tool that supports content moder-
ation, emphasizing that the researchers advocate for human-in-the-
loop moderation approaches. It is possible that the LLM will make
classification mistakes, this can only be ultimately solved by a human
in the loop. Since both are prone to error, a mixed approach seems
the best solution. This research is not intended to be viewed as a fully
automatic solution. Furthermore, the proposed solution can include
contextual personal information to make more informed legal and
ethical decisions, distinguishing it from existing solutions that can
handle either a mixture or just one type of information.

Using Large Language Models (LLMs) to generate counter speech
based on personal attributes is a very young research discipline.
While initial studies show that it is possible, no large-scale testing
on the reliability or ethical aspects has been conducted. In this work,
only language and country of origin are used for the generation pro-
cess, both with explicit, always revocable consent. The “language”
attribute is necessary to address the person in a format they under-
stand best. The attribute “country of origin” could be more problem-
atic, as it may result in unfitting counter hate speech. However, this
risk is minimal considering that the LLMs used have safeguards in
place to prevent discrimination and hate in their responses.

By introducing a legal and ethical compliance check, this research
ensures a clear distinction between legal and ethical considerations,
while also protecting legal and ethical statements. This work is in the
public interest, focusing primarily on legislation such as the GDPR
and DSA. The risk of sharing sensitive personal data is more man-
ageable due to the full knowledge, control, and consent of the person
sharing the data, in contrast to other standard data-sharing practices.

7 Conclusion and Future Work

The research outlines a GDPR-compliant application in the field of
hate speech moderation. It lays the groundwork for key aspects of
future DSA compliance. Two new use cases are introduced and im-
plemented using Python, Prova, and Java. The first use case covers a
key requirement regarding the protection of minors online introduced
by the DSA. The second one shows the possibility of fair content
moderation.

The architecture consists of four components: a platform that
serves as the interface to the user and manages communication with
the other tools, a Solid instance for access, permission, and storage of
personalized user data, and identification of the users, an API that de-
tects hate speech and Holocaust denial in text and generates counter

hate speech based on personal attributes, and the Legal and Ethical
Compliance Checker that evaluates specific instances based on Prova
implementation for different legal and ethical scenarios. The compli-
ance checker is able to contain formalized legislative rules and, based
on the country of origin, identify if the given statement is considered
illegal in a certain country (demonstrated in the case of Holocaust
denial in Europe).

The architecture is clearly split into the different stakeholders re-
quired by the GDPR, and the required rights to consent and withdraw
consent to data sharing are fulfilled.

In general, the application is the first known prototype to address
these challenges arising with the DSA and GDPR in the context of
content moderation. It provides a working demonstrator that shows
the applicability and functionality of the proposed architecture and
solutions.

In the future, more legal definitions need to be included in the
compliance checker, extending on the one trial implementation. Fur-
thermore, one of the strong suits that need to be explored is the pos-
sibility of using personal information directly in the LLM to identify
context-based hate speech. The architecture could be expanded to
also include a human-in-the-loop aspect for better safety and quality
control. The proposed system needs to be further evaluated regard-
ing its usability but also scalability and performance aspects. Lastly,
the application could be expanded upon in the sense of other DSA
aspects.
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Abstract. The EU AI Act (EUAIA) introduces requirements for AI
systems which intersect with the required processes for establishing
adversarial robustness. However, given the ambiguous language of
regulation and the dynamicity of adversarial attacks, developers of
systems with highly complex models such as LLMs may find their
effort to be duplicated without the assurance of having achieved ei-
ther compliance or robustness. This paper presents a functional ar-
chitecture that focuses on bridging the two properties, by introducing
components with clear reference to their source. Taking the detection
layer recommended by the literature, and the reporting layer required
by the law, we aim to support developers and auditors with a reason-
ing layer based on knowledge augmentation (rules, assurance cases,
contextual mappings). Our findings demonstrate a novel direction for
ensuring LLMs deployed in the EU are both compliant and adversar-
ially robust, which underpin trustworthiness.

1 Introduction

The European Union (EU) bases trustworthiness of artificial intel-
ligence systems (AIS) on three properties: lawful, ethical, and ro-
bust [7]. The EU AI Act (EUAIA, [3]) is an upcoming regulation
that sets obligations on the lawful design and implementation of AIS
in the EU. Its content outlines the high-level requirements for im-
proving the auditability of the AIS, whose generic descriptions are
interepretable across contexts.

However, for properties such as adversarial robustness, providers
of AIS with large language model-based (LLM) components are fac-
ing a difficult and highly dynamic challenge whose boundaries are
not yet known. Providers in the EU who would like to ensure both
compliance and robustness, are doubly burdened. First there is the
need to constantly readapt their defenses against novel adversarial at-
tacks [5], and second is the overhead for correctly interpreting "com-
pliant robustness" with auditable evidence.

This paper presents a novel approach of knowledge augmentation
for aligning adversarial robustness of LLMs with EUAIA compli-
ance. By integrating detection, reasoning and reporting layers along-
side the layer for interacting with users, we propose a comprehensive
functional architecture as a reference for ensuring the AIS is dynami-
cally protected and auditable. The research provides a framework for
combining robustness and compliance activities while retaining the
provenance to the requirements.

∗ Corresponding Author. Email: momcilovic@fortiss.org

Our roadmap centers on solution-oriented requirements engineer-
ing [12] and knowledge augmentation (i.e., knowledge representa-
tion and reasoning [9]) to develop the architecture of our prototype.
This process of creating a blueprint of a compliant LLM defense
against adversarial attacks involves three steps.

First, we extract the legal duties and relevant stakeholders from the
EUAIA ([6, 14]; cf. [2] for the expanded list), and structure them into
draft requirements in the next section. This approach takes inspira-
tion from [4]. Second, concepts and relations surrounding LLMs are
represented in a simple ontology [10]. State-of-the-art attacks and
defenses in the context of natural language tasks are recovered from
preprints [16, 15, 5]. The third step is a representation of the knowl-
edge in a cyclical process model of actions between stakeholders and
components, and the corresponding sources.

2 Requirements

The EUAIA places AI systems that are deployed in particular prod-
ucts or domains under categories of risk, where high-risk AI systems
play a central role [3]. The regulation which has been adopted in
2024 places duties on stakeholders at design and runtime. Before
standards are expected in the following years, these duties provide a
basis for safety- and security-oriented requirements.

General-purpose AI models (GPAI, Art. 3, [3]) such as LLMs are
not inherently high-risk. However, their broad capabilities and wide
attack surface have over time crystallized similar requirements with
respect to adversarial robustness. In examples provided by an ever-
increasing body of work (cf. [16]), adversaries of an LLM can in-
clude third parties with malicious intentions, curious users who test
the boundaries, and even completely benign users whose prompts
elicit harmful or otherwise unintended output.

Based on an analysis of requirements in Table 1, EUAIA compli-
ance and adversarial robustness are complementary properties, de-
spite the difference in details. On the one hand, the requirements that
are derived from the regulation (cf. [2] for expanded list) provide a
generic description of stakeholders (R0), risk management (R3) and
cybersecurity measures, and the need for human oversight (R10) and
reporting (R12). On the other hand, the state-of-the-art literature in-
troduces specific roles (R1), the detection of automated (R4), semi-
automated (R5), and manual attacks (R15), and sustained coverage
of these threats (R7). However, aside from the direct references to
the term in EUAIA (R6, R12), the two sources emphasize different
facets of a larger system - i.e., components for assuring the quality of
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Table 1. Requirements related to adversarial robustness and their sources

id Requirement Source

R0 Include the following stakeholders: user; (malicious) third party; GPAI provider; AIS provider;
GPAI or AIS deployer; national competent authority; market surveillance authority; AI office.

Art. 3 & Rec. 76 [3]; cf. [2]

R1 Include the following roles: user; developer (i.e., system or LLM engineer, researcher, scientist); auditor. [13]
R2 Identify, evaluate and mitigate reasonably foreseeable risks of the system. Art. 9 Para. 2 [3]
R3 Ensure appropriate and adequate risk management measures. Art. 9 Para. 5 [3]
R4 Detect automated attacks such as prompts with randomized perturbations. [16]
R5 Detect semi-automated attacks such as heuristic-based exploitation of the undertrained aspects of the model. [5]
R6 Establish cybersecurity measures against adversarial and poisoning attacks. Art. 15 Para. 5 [3]
R7 Achieve sustained coverage of detected and prevented attacks above a predefined threshold. [1]
R8 Establish an appropriate level of robustness and cybersecurity. Art. 15 Para. 1 [3]
R9 Provide information about robustness and cybersecurity (e.g., metrics) and their limitations in

instructions for use.
Art. 13 Para. 3 & Annex IV [3]

R10 Design system for effective human oversight regarding safety monitoring and prevention/minimization of
reasonably foreseeable misuse.

Art. 14 Para. 2 [3]

R11 Design appropriate functionalities for human overseers to monitor for "anomalies, dysfunctions and
unexpected performance."

Art. 14 Para. 4 [3]

R12 Report on measures and tests used for adversarial testing, model alignment, and fine-tuning. Art. 53 Para. 1 & Annex XI [3];
Art. 11 & Annex IV [3]

R13 Supply information on testing, safeguards and risk mitigation measures at the request of the AI Office. Art. 92 Para. 5 & 7 [3]
R14 Establish and report on the definite, reasonably likely or suspected causal link between the system and

a serious incident.
Art. 73 Para. 2-6 [3]

R15 Detect manual attacks based on patterns of persuasion (i.e., "jailbreaking"). [15]
R16 Notify supervising stakeholder of a serious incident. Art. 73 Para. 1, 7-8 & 11 [3]

adversarial robustness beyond the purely functional components of
an LLM-supported application. In the next section, we introduce one
approach to satisfying both facets.

3 Functional Architecture and Workflow
3.1 Architecture

The functional architecture depicted in Figure 1 is composed of a
cyclical workflow linking four stakeholders and four layers of com-
ponents. Stakeholders and components are connected with arrows
denoting action IDs (A), as described in Table 2, whereby each non-
functional element of the architecture has a corresponding require-
ment ID (R) identified in Table 1.

The stakeholders include users, LLM developers, AIS developers
and auditors, who represent the various roles involved in the design
and implementation of AIS, with the corresponding EUAIA-defined
role in parentheses. Auditors and users are external temporary roles,
whereby a user can be benign, curious or malicious. Developers are
internal and lasting roles, whose responsibilities depend on the ac-
cess to the internal workings of an LLM and the system deploying
it.

The layers involve the interaction layer which fulfils the functional
requirements of an AIS, and detection, reasoning and reporting lay-
ers which fulfill the quality requirements underlying robustness. In
other words, the first layer is enough to establish a fully working
AIS, without special consideration for other properties. Interaction
has a simple structure inspired by practice [11], containing the user-
facing application (i.e., the interface between the user and the AIS)
and the LLM.

3.2 Workflow

Detection is based on input and output classification, following the
current paradigm of dealing with adversarial attacks [1]. Input detec-

Table 2. Actions and their descriptions.

id Action

A0 Displays relevant information about the LLM, disclaimers, and
limitations.

A1 Enters a prompt.
A2 Forwards the prompt and the metadata.
A3 Provides the first batch of classification using the deployed de-

tectors.
A4 Provides the evaluation with the prompt (if benign) or warning

(if malicious).
A5 Provides the generated result according to the evaluation.
A6 Displays the generated result.
A7 Provides data on the metrics and thresholds used for detectors.
A8 Displays the metrics and relevant data.
A9 Provides the second batch of classification using all relevant de-

tectors and their combinations.
A10 Provides a counterfactual assessment comparing the coverage

and accuracy of deployed and non-deployed detector combina-
tions.

A11 Displays the counterfactual assessment.
A12 Reconfigures the detector combinations and their threshold val-

ues.
A13 Provides flagged LLM output (i.e., anomaly or incident) and the

corresponding input prompt.
A14 Provides the data on the detected anomalies.
A15 Displays information about the individual or group of anomalies.
A16 Makes adjustments to the LLM based on the provided data.
A17 Provides data about the anomalies flagged as incidents.
A18 Displays information about the (serious) incidents.

tors have thresholds based on some combination of single and n-pairs
of metrics. Metrics denote ways of measuring particular properties of
input prompts, examples including perplexity (pp; i.e., the extent to
which the model is "surprised" by a prompt), context length (cl) and
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Figure 1. Reference functional architecture for compliant adversarial robustness of LLM-based AI systems.

character set size (cs). Output detectors attempt to detect unexpected
LLM results which may be results of undetected attacks. They can
be implemented similar as for inputs, but also using flags for harmful
keywords to provide an early warning to the developer.

Reasoning serves as the middleware between other layers by de-
coupling the logic from detection, interaction and reporting activities.
The layer provides a set of rules derived using deductive or inductive
reasoning, which are behind decisions to classify an input as an at-
tack, an output as an incident, or detector performance as a trigger
for change. The library with assurance cases is a set of graphs con-
necting claims about satisfied requirements relating to compliance
and robustness, with the evidence from chosen strategies. Given the
adaptability of LLMs and the context-specific properties, context-
aware mappings provide the needed metadata to separate the rules
and assurance case elements to what they are appropriate. In addi-
tion, these mappings enable the variables in reports to be linked with
actual values.

Finally, the reporting layer is primarily based on the EUAIA need
for human oversight. Instructions for use and technical documenta-
tion are factsheets for users and auditors respectively. However, given
the relevance of figures and test results to the monitoring of adver-
sarial robustness, these components are useful to developers for AIS
debugging and improvement as well. In addition, assessments based
on counterfactuals and anomaly data allow the developers to monitor
detectors with respect to needed changes. Incident reports are trig-
gered by an event of a potentially successful attack; although primar-
ily an EUAIA requirement for mandatory auditing of serious inci-
dents, less critical but problematic anomalies provide an opportunity
to developers to perform forensic analyses.

The Figure 2 depicts three main cyclic processes. The primary cy-

cle is the simplest: a user enters a prompt into the application (A1),
which is then forwarded to the input detectors (A2). The detectors’
results are provided as input (A3) to a rule that classifies the prompt
as safe or unsafe, passing on the prompt or the warning respectively
to the LLM (A4). The LLM then generates instead elicits a warn-
ing to the user (A4, A5, A6). Relying only on this cycle would be
a naive approach to handling adversarial attacks, whereby the de-
veloper would expect the detectors to perform well over time and
prompts.

Figure 2. Primary cycle with interaction and basic attack detection.
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The secondary cycle introduces the required auditability for EU-
AIA compliance. The information about the deployed detectors is
structured in assurance cases, which feed into the documentation
(A7). This documentation provides an interface to the user to under-
stand the model and its limitations before use (A0), and an interface
to the auditor (A8) to establish a clear picture about the AIS.

This cycle also provides the basis for required dynamicity for ad-
versarial robustness. Assurance cases are intended to provide the
logic needed to evaluate detector performance. Given a number
of prompts or some other triggering rule (A9), prompts would be
processed through non-deployed detector combinations. This would
provide the basis for counterfactually assessing the sustained robust-
ness of the detectors (A10). This evaluation is initially be the re-
sponsibility of the AIS developer (A11), whose understanding of the
context-sensitive performance and coverage would be needed to re-
configure the detectors (A12).

Figure 3. Secondary cycle with assurance, monitoring and reporting.

The tertiary cycle introduces mechanisms for handling failure sys-
tematically. An evaluation of the LLM output (A5), whether in real-
time or delayed intervals, allows some successful attacks (i.e., inci-
dents; A13) to be automatically detected. Here is context-specific in-
formation necessary to operationalize ambiguous EUAIA language:
which risks or anomalies are "reasonably foreseeable" (A14) and
worth exploring; which incidents are "serious" enough (A17) to de-
mand contact with the auditor (A18); and when is a given risk man-
agement procedure not "suitable" anymore (A12). This cycle also
proposes providing relevant information to the LLM developer, who
may not be associated with the AIS directly, but nonetheless bene-
fits from adversarially retraining the LLM, thereby making it more
secure in the AIS as well.

4 Discussion and Conclusion
This paper introduces a knowledge-augmented framework designed
to align the adversarial robustness of large language models with the
EU AI Act compliance. By using a combination of detection, reason-
ing and reporting layers, we address the critical need for compliance
and robustness in AI systems.

The functional architecture is meant as a reference for implement-
ing physical components. For example, our early prototype imple-
ments simple detectors in Python, including n-pair detectors based on
logistic regression classifiers pretrained on Hugging Face jailbreak
data [8]. The reasoner is based on a combination of an assurance

Figure 4. Tertiary cycle for advanced handling of failures.

case and an ontology, stored in the graph database, where evaluations
are performed through queries. Additionally, graphical visualizations
and textual data is generated in Jupyter Notebooks to provide clear
and informative reporting. The interaction layer uses the streamlit
package to provide a user-facing application, while GPT-2, accessed
via the Hugging Face package, serves as the foundational LLM.

Our findings highlight a promising direction for developing re-
silient AI technologies capable of withstanding adversarial attacks
while meeting regulatory standards. Future work will focus on the
following aspects: (1) defining new detectors and combinations
thereof, such as classifiers trained on larger samples of malicious and
benign prompts; (2) expanding the reasoning based on the wider con-
text, including computer language tasks (e.g., code translation); (3)
evaluating the components of the architecture with respect to helping
developers assure robustness and auditors determine compliance of
the LLM-based systems.
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